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#### Abstract

Abstract cosine and sine functions defined on a Banach space are useful tools in the study of wide classes of abstract evolution equations. In this paper, we introduce a definition of cosine and sine functions on time scales, which unify the continuous, discrete and the cases "in between". Our definition includes several types of time scales such as real numbers set, integers numbers set, quantum scales, among others. We investigate the relationship between the cosine function on time scales and its infinitesimal generator, proving several properties concerning it. Also, we investigate the sine functions on time scales, presenting their main properties. Finally, we apply our theory to study the homogeneous and inhomogeneous abstract Cauchy problem on time scales in Banach spaces.


## 1. Introduction

Recently, it was introduced in the literature the concept of abstract $C_{0}$-semigroup on time scales (see [14]), which encompasses its definition in all the classical cases, that is, $\mathbb{T}=\mathbb{R}, \mathbb{T}=\mathbb{Z}, \mathbb{T}=h \mathbb{Z}$, as well as several important time scales for applications such as the quantum scales, hybrid scales which mixes continuous and discrete behaviors, among others. To address this definition, the authors employed Laplace transform, which avoids the requirement of the group property for the time scale. Also, the theory of semigroup on time scales plays an important role for the study of the first order abstract Cauchy problem on time scales, being a first step in the direction of deeper investigations about this type of problems in the setting of time scales.

On the other hand, it is a known fact that the theory of abstract cosine and sine families plays an important role in the study of the existence of solutions of second order equations and to investigate different problems in many fields of knowledge. Due to this fact, this theory has been attracting the attention of several authors through the years, see $[2,10,11,12,15,16,17]$ and the references therein. However,

[^0]the theory of discrete abstract cosine functions has not been completely developed yet. For instance, the correspondence with the set of all discrete cosine functions defined by means of D'Alembert functional equations is still an open problem as well as the description of the generator of abstract cosine families has not been given yet. Also, to the best of our knowledge, the definition of abstract cosine functions on quantum or hybrid scales was not introduced in the literature until now. Therefore, motivated by these facts, the main goal of this paper is to fill this gap in the literature and to present a unified and extended theory for abstract cosine and sine families which encompasses many types of time scales such as continuous, discrete, hybrid and quantum scales, bringing also new developments and features for the discrete case.

In this paper, we start by introducing the concepts of cosine and sine families defined on a time scale $\mathbb{T}$, that is, defined on any closed and nonempty subset of $\mathbb{R}$, in order to investigate the homogeneous abstract second order Cauchy problem on time scales

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u(t), \quad t \in \mathbb{T}_{0}^{+}, \text {and } \quad u(0)=x, \quad u^{\Delta}(0)=y \tag{1.1}
\end{equation*}
$$

the inhomogeneous abstract second order Cauchy problem on time scales

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u(t)+f(t), \quad t \in \mathbb{T}_{0}^{+}, \text {and } \quad u(0)=x, \quad u^{\Delta}(0)=y \tag{1.2}
\end{equation*}
$$

and the nonlinear abstract second order Cauchy problem on time scales

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u(t)+f(t, u(t)), \quad t \in \mathbb{T}_{0}^{+}, \text {and } \quad u(0)=x, \quad u^{\Delta}(0)=y \tag{1.3}
\end{equation*}
$$

where $A$ is a closed linear operator in a Banach space $X, x, y \in X$ and $\mathbb{T}_{0}$ is a time scale such that $0 \in \mathbb{T}_{0}$ and $\sup \mathbb{T}_{0}=+\infty$ and $\mathbb{T}_{0}^{+}=\mathbb{T}_{0} \cap \mathbb{R}^{+}$.

It is a known fact that when we are dealing with second order dynamic equations on time scales, we can formulate the problem using many different ways. Therefore, it may be a challenge to find out an appropriate formulation to investigate each problem. In our case, since we are interested to study abstract cosine and sine families as well as their properties, our equation given by (1.1) is the most appropriate to investigate this problem. See Remark 3.1 for more details.

Let us recall that the classical way to define cosine function is through the following property:

$$
\begin{equation*}
2 C(t) C(s)=C(t+s)+C(t-s), \quad t, s \in \mathbb{R}, \text { and } C(0)=I \tag{1.4}
\end{equation*}
$$

which is known as $D^{\prime}$ Alembert functional equation, which makes sense when we are dealing with $t, s \in \mathbb{R}$ or even $t, s \in \mathbb{Z}$. However, when we deal with the domain being a time scale, that is, a closed and nonempty subset of the real numbers, to satisfy (1.4) implies to require a strong condition on the time scale, since to make sense (1.4) and to ensure the well-posedness of this type of problem, it is necessary to require that the time scale has the group property, i.e., $0 \in \mathbb{T}$ and if $t, s \in \mathbb{T}$, then $t-s \in \mathbb{T}$. These two conditions lead to many restrictions concerning the class of time scales that could be considered. See Remark 2.24.

Taking it into account, we present the definitions of the cosine and sine functions using Laplace transform on time scales. This approach allows us to present a much more general definition in the setting of time scales, avoiding the group property. Despite of all these advantages, to prove the results using only this general definition represents a challenge, since to prove most of the results concerning abstract cosine and sine functions, we need to employ completely different and new arguments to
the ones found in the literature, since these last ones usually employ the functional equation (1.4) to get them.

The paper is organized as follows. The second section has two subsections: the first one is devoted to remember the basic concepts concerning the theory of time scales, and the second subsection shows how restrictive it is to deal with a class of time scales satisfying the group property. The third section introduces the concept of abstract cosine functions $C$ on time scales, which generalize the properties of the classical theory.

We notice that the definition of the generator $A$ considers all the different possibilities for 0 and $\sigma(0)$, obtaining three options for the domain of $A$ depending on the continuous or discrete behavior of 0 and $\sigma(0)$.

These descriptions of $A$ are very surprising and bring a unified definition for all time scales such that $0 \in \mathbb{T}$ and $\sup \mathbb{T}=\infty$, and are consistent with the known formulations in the discrete and continuous cases.

The fourth section is devoted to introduce the concept of abstract sine function on time scales and prove its properties. Also, we prove a result which ensures that if $\mu(0)>0$ and the homogeneous Cauchy problem (1.1) has a solution, then $A$ is a bounded linear map (see Theorem 4.3).

In the fifth section, we apply our results to study the inhomogeneous abstract second order Cauchy problems (1.2) and (1.3), obtaining a version of the variation of constants formula for the solution of each problem.

## 2. Time scales theory

2.1. Basic definitions and results. Now, we present some basic concepts and properties about time scales. For more details, applications and recent results, we refer to [7, Chapters 1 and 2], the survey [1] and $[8,6,13,14]$.

A time scale $\mathbb{T}$ is a closed and nonempty subset of $\mathbb{R}$.
Definition 2.1. We define the forward and backward jump operators $\sigma, \rho: \mathbb{T} \rightarrow \mathbb{T}$, respectively, by $\sigma(t)=\inf \{s \in \mathbb{T}: s>t\}$ and $\rho(t)=\sup \{s \in \mathbb{T}: s<t\}$, for $t \in \mathbb{T}$. In this definition, we consider $\inf \emptyset=\sup \mathbb{T}$ and $\sup \emptyset=\inf \mathbb{T}$.
Definition 2.2. If $\sigma(t)>t$, we say that $t \in \mathbb{T}$ is right-scattered. If $t<\sup \mathbb{T}$ and $\sigma(t)=t$, then $t$ is called right-dense. If $\rho(t)<t$, we say that $t \in \mathbb{T}$ is left-scattered, whereas if $t>\inf \mathbb{T}$ and $\rho(t)=t$, then $t$ is left-dense. The graininess function $\mu: \mathbb{T} \rightarrow[0, \infty)$ is defined by $\mu(t)=\sigma(t)-t$.

Throughout this paper, we will denote a Banach space by $X \equiv(X,\|\cdot\|)$. Also, we will denote a closed interval in $\mathbb{T}$ by $[a, b]_{\mathbb{T}}=\{t \in \mathbb{T}: a \leq t \leq b\}$, where $a, b \in \mathbb{T}$. Similarly, we can define open intervals and half-open intervals, among others.
Definition 2.3. A function $f: \mathbb{T} \rightarrow X$ is called regulated if its right-sided limits exist at right-dense points in $\mathbb{T}$, and its left-sided limits exist at left-dense points in $\mathbb{T}$.
Definition 2.4. A function $f: \mathbb{T} \rightarrow X$ is called $r d$-continuous if it is continuous at right-dense points in $\mathbb{T}$, and its left-sided limits exist at left-dense points in $\mathbb{T}$. We denote the class of all rd-continuous functions $f: \mathbb{T} \rightarrow X$ by $\mathcal{C}_{r d}=\mathcal{C}_{r d}(\mathbb{T}, X)$.

We define the set $\mathbb{T}^{\kappa}$, which is derived from $\mathbb{T}$, as follows:

$$
\mathbb{T}^{\kappa}=\left\{\begin{array}{cl}
\mathbb{T} \backslash\{m\}, & \text { if } \mathbb{T} \text { has a left-scattered maximum } m, \\
\mathbb{T}, & \text { otherwise }
\end{array}\right.
$$

Definition 2.5. For $y: \mathbb{T} \rightarrow \mathbb{R}$ and $t \in \mathbb{T}^{\kappa}$, we define the delta derivative of $y$ to be the number (if it exists) $y^{\Delta}(t)$ with the following property: given $\epsilon>0$, there exists a neighborhood $U$ of $t$ such that $\left|y(\sigma(t))-y(s)-y^{\Delta}(t)(\sigma(t)-s)\right| \leq \epsilon|\sigma(t)-s|$ for all $s \in U$.

Below, we list some important results concerning the delta-integrals. For further details on these integrals, we refer to [7, Chapter 1, Section 4].
Theorem 2.6. If $f, g \in \mathcal{C}_{r d}$, then $\int_{t}^{\sigma(t)} f(s) \Delta s=\mu(t) f(t)$.
Theorem 2.7. If $f, g \in \mathcal{C}_{r d}$, then

$$
\int_{a}^{b} f(\sigma(t)) g^{\Delta}(t) \Delta t=(f g)(b)-(f g)(a)-\int_{a}^{b} f^{\Delta}(t) g(t) \Delta t
$$

and

$$
\int_{a}^{b} f(t) g^{\Delta}(t) \Delta t=(f g)(b)-(f g)(a)-\int_{a}^{b} f^{\Delta}(t) g(\sigma(t)) \Delta t
$$

We denote the class of all functions $f: \mathbb{T} \rightarrow X$ that are twice delta-differentiable with the second delta-derivative being rd-continuous by $\mathcal{C}_{r d}^{2}=\mathcal{C}_{r d}^{2}(\mathbb{T}, X)$.

Next, we recall the notions and the results concerning the Hilger complex plane and generalized exponential function. All the results can be found in [7, Chapter $2]$.

Definition 2.8. For a given $h>0$, the Hilger complex numbers are defined by $\mathbb{C}_{h}:=\left\{z \in \mathbb{C}: z \neq-\frac{1}{h}\right\}$. For $h=0$, let $\mathbb{C}_{0}:=\mathbb{C}$.
Definition 2.9. For $h>0$ and $z \in \mathbb{C}_{h}$, we define the Hilger real part of $z$ by $R e_{h}(z):=\frac{|z h+1|-1}{h}$ and $\operatorname{Re}_{0}(z):=\operatorname{Re}(z)$ in the usual sense.

We use the following notation in the rest of the paper: $\operatorname{Re} e_{\mu}(\lambda)(t):=R e_{\mu(t)}(\lambda)$.
Theorem 2.10. If we define the circle plus addition $\oplus$ on $\mathbb{C}_{h}$ by $z \oplus w:=z+w+$ zwh, then $\left(\mathbb{C}_{h}, \oplus\right)$ is an Abelian group.
Definition 2.11. If $z \in \mathbb{C}_{h}$, the additive inverse of $z$ under the operation $\oplus$ is $\ominus z:=\frac{-z}{1+z h}$, and we define the circle minus substraction $\ominus$ on $\mathbb{C}_{h}$ by $z \ominus w=$ $z \oplus(\ominus w)$.

Definition 2.12. We say that a function $p: \mathbb{T} \rightarrow \mathbb{R}$ is regressive provided $1+$ $\mu(t) p(t) \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. The set of all regressive and rd-continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}$ will be denoted by $\mathcal{R}=\mathcal{R}(\mathbb{T}, \mathbb{R})$.
Definition 2.13. For $p \in \mathcal{R}$, we define the generalized exponential function by $e_{p}(t, s)=\exp \left(\int_{s}^{t} \xi_{\mu(r)}(p(r)) \Delta r\right)$ for $s, t \in \mathbb{T}$. Moreover, the cylinder transformation $\xi_{h}$ is given by $\xi_{h}(z)=\frac{1}{h} \log (1+z h)$, where $\log$ is the principal logarithm function. For $h=0$, we define $\xi_{0}(z)=z$ for all $z \in \mathbb{C}$.

For the properties of the generalized exponential function see [7, Theorem 2.36].
Next, let us denote by $\mathbb{T}_{0}$ a time scale such that $0 \in \mathbb{T}_{0}$ and $\sup \mathbb{T}_{0}=+\infty$, and $\mathbb{T}_{0}^{+}=\mathbb{T}_{0} \cap[0,+\infty)$. Also, note that if $\lambda \in \mathcal{R}$ is constant, then $\ominus \lambda \in \mathcal{R}$ and $e_{\ominus \lambda}(t, 0)$ is well defined on $\mathbb{T}_{0}$ (see [7, Chapter 2]). Now, we recall the notion of Laplace transform on time scales and its main properties. For more details, we refer to [7, Chapter 3] and $[4,5,9,14]$.

Definition 2.14. Given a regulated function $x: \mathbb{T}_{0} \rightarrow \mathbb{R}$, its Laplace transform is defined by $\widehat{x}(\lambda)=\mathcal{L}\{x\}(\lambda):=\int_{0}^{\infty} x(t) e_{\ominus \lambda}^{\sigma}(t, 0) \Delta t$, for $\lambda \in D\{x\}$, where $D\{x\}:=$ $\left\{\lambda \in \mathbb{C}: \int_{0}^{\infty} x(t) e_{\ominus \lambda}^{\sigma}(t, 0) \Delta t\right.$ exists $\}$.
Theorem 2.15. Assume $f$ and $g$ are regulated functions on $\mathbb{T}_{0}$, and $\alpha$ and $\beta$ are constants. Then $\mathcal{L}\{\alpha x+\beta y\}(\lambda)=\alpha \mathcal{L}\{x\}(\lambda)+\beta \mathcal{L}\{y\}(\lambda)$ for $\lambda \in D\{x\} \cap D\{y\}$.

Theorem 2.16 ([14, Theorem 3.12]). Let $f: \mathbb{T}_{0}^{+} \rightarrow X$ be an rd-continuous and delta-differentiable function. If $\lambda \in \mathbb{C}$ is such that $\lim _{t \rightarrow \infty} f(t) e_{\ominus \lambda}(t, 0)=0$ whenever $\operatorname{Re} e_{\mu}(\lambda)(t)>0$ for all $t \in \mathbb{T}_{0}^{+}$and $\widehat{f^{\Delta}}(\lambda)$ exists, then $\widehat{f}(\lambda)$ exists and $\widehat{f^{\Delta}}(\lambda)=\lambda \widehat{f}(\lambda)-f(0)$.

Corollary 2.17 ([14, Corollary 3.13]). Let $f \in \mathcal{C}_{r d}\left(\mathbb{T}_{0}^{+}, X\right)$ and $F(t)=\int_{0}^{t} f(s) \Delta s$. Let $\lambda \in \mathbb{C} \backslash\{0\}$ for all $t \in \mathbb{T}_{0}^{+}$such that $\widehat{f}(\lambda)$ exists and $\lim _{t \rightarrow \infty} f(t) e_{\ominus \lambda}(t, 0)=0$, then $\widehat{F}(\lambda)=\widehat{f}(\lambda) / \lambda$.
Definition 2.18. A function $T: \mathbb{T}_{0}^{+} \rightarrow \mathcal{L}(X)$ is called strongly rd-continuous if $T$ satisfies $\|T(t) x-x\| \rightarrow 0$ as $t \rightarrow 0^{+}$for each $x \in X$, whenever 0 is right-dense.

The following result will be essential to our purposes.
Theorem 2.19 ([14, Theorem 3.15]). Let $A$ be a closed linear operator in $X$, and $f, g \in L_{l o c}^{1}\left(\mathbb{T}_{0}^{+}, X\right)$ such that $\omega \in D\{f\} \cap D\{g\}$. Then, the following are equivalent
i) $f(t) \in D(A)$ and $A f(t)=g(t)$ a.e. on $\mathbb{T}_{0}^{+}$.
ii) $\widehat{f}(\lambda) \in D(A)$ and $A \widehat{f}(\lambda)=\widehat{g}(\lambda)$ whenever $\operatorname{Re}_{\mu}(\lambda)(t)>\operatorname{Re}_{\mu}(\omega)(t)$, for all $t \in \mathbb{T}_{0}^{+}$.
2.2. Remarks on time scales with group property. In this subsection, we will present some important remarks concerning time scales with group property.

The classical definition of cosine function using the D'Alembert functional equation is very restrictive in terms of time scales, since it requires that a time scale satisfies the group property in order to be well-defined, that is, $\mathbb{T}$ must satisfy:
(i) $0 \in \mathbb{T}$
(ii) if $a, b \in \mathbb{T}$, then $a-b \in \mathbb{T}$.

In the sequel, let us show some consequences of these assumptions.
Theorem 2.20. If $\mathbb{T}$ has the group property, then for every $a, b \in \mathbb{T}$, we have $a+b \in \mathbb{T}$.

Proof. Since $0 \in \mathbb{T}$ and $a, b \in \mathbb{T}$, it follows that $-a,-b \in \mathbb{T}$ and therefore, $a-(-b)=$ $a+b \in \mathbb{T}$.

Theorem 2.21. If $\mathbb{T}$ has the group property, then every point in $\mathbb{T}$ is right-dense or every point in $\mathbb{T}$ is right-scattered.

Proof. Suppose that there exist $a, b \in \mathbb{T}$ such that $a$ is right-dense and $b$ is rightscattered. Since $a$ is right-dense, there exists a sequence $\left(t_{n}\right) \subset \mathbb{T}$ such that $t_{n} \rightarrow a^{+}$ as $n \rightarrow \infty$. It implies that the sequence $s_{n}:=t_{n}-a \in \mathbb{T}$ for each $n \in \mathbb{N}$ and converges to zero. Therefore, $s_{n}+b \in \mathbb{T}$ for each $n \in \mathbb{N}$ and converges to $b^{+}$as $n \rightarrow \infty$. Therefore, $b$ is right-dense, which is a contradiction, proving the result.

Remark 2.22. Theorem 2.21 shows that time scales which fulfill the group property cannot be hybrid, that is, the time scale cannot contain simultaneously right-dense and right-scattered points. It excludes the time scale $\mathbb{T}=\bigcup_{k \in \mathbb{Z}}\left[a_{k}, b_{k}\right]$ for $a_{k}<$ $b_{k}<a_{k+1}$, which is crucial to describe population models (see [7], for more details).

Lemma 2.23. If $\mathbb{T}$ has the group property, and there exists $0 \neq a \in \mathbb{T}$, then $\sup \mathbb{T}=+\infty$ and $\inf \mathbb{T}=-\infty$.
Proof. It follows directly from the definition.
Remark 2.24. If $\mathbb{T}$ has the group property and $a \neq 0 \in \mathbb{T}$ is right-dense, then by Theorems 2.21 and 2.23 , we get $\mathbb{T}=\mathbb{R}$.
Theorem 2.25. Suppose $\mathbb{T}$ has the group property, then

$$
\begin{equation*}
\sigma(a+b)=\sigma(a)+b \quad \text { and } \quad \sigma(a+b)=\sigma(b)+a \quad \text { for every } a, b \in \mathbb{T} \tag{2.1}
\end{equation*}
$$

Proof. If $a$ is right-dense, then by Theorem 2.21, $a+b$ is also right-dense. Therefore, the equality (2.1) follows. If $a$ is right-scattered, then $a+b$ is also right-scattered by Theorem 2.21. Also, notice that $a+b<\sigma(a)+b$ and $\sigma(a)+b \in \mathbb{T}$. This, and the definition of the forward jump operator imply that $\sigma(a+b) \leq \sigma(a)+b$. Reciprocally, we notice that $a=a+b-b<\sigma(a+b)-b$ and since $\sigma(a+b)-b \in \mathbb{T}$, we conclude that $\sigma(a) \leq \sigma(a+b)-b$. Therefore, $\sigma(a)+b \leq \sigma(a+b)$. Combining these two inequalities, we get $\sigma(a+b)=\sigma(a)+b$, concluding the result. The other equality is proved analogously.

Finally, by the results above, we conclude that the graininess function is constant.
Corollary 2.26. Suppose $\mathbb{T}$ has the group property, then for every $a, b \in \mathbb{T}$, we have $\mu(a)=\mu(b)$.

## 3. Abstract Cosine function on time scales

In this section, we investigate the abstract second order Cauchy problem

$$
\left\{\begin{align*}
u^{\Delta \Delta}(t) & =A u(t), \quad t \in \mathbb{T}_{0}^{+}  \tag{3.1}\\
u(0) & =x \\
u^{\Delta}(0) & =y
\end{align*}\right.
$$

where $x, y \in X$, and $A$ is a closed linear operator in a Banach space $X$.
Remark 3.1. When one is studying a second-order dynamic equation on time scales it is necessary to choose an appropriate formulation of the problem, since it is a known fact that there are several ways to formulate a second order dynamic equation on the setting of time scales. For instance, the formulation

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u^{\sigma}(t), \quad t \in \mathbb{T}_{0}^{+}, \text {and } u(0)=x, u^{\Delta}(0)=y \tag{3.2}
\end{equation*}
$$

does not lead to the natural definition of abstract cosine function on time scales (see Remark 3.7). Therefore, it seems to be more natural to consider the formulation (3.1) instead of (3.2), since here we are interested in the study of cosine and sine functions on time scales. Further, another natural question which appears when we are dealing with second order dynamic equations on time scales concerns about the possibility to consider the problem using both nabla and delta derivatives, instead of only using delta-derivatives or only nabla-derivatives. In this case, our problem would have the following formulation:

$$
\begin{equation*}
u^{\Delta \nabla}(t)=A u(t), \quad t \in \mathbb{T}_{0}^{+}, \text {and } u(0)=x, u^{\nabla}(0)=y \tag{3.3}
\end{equation*}
$$

The formulation given by (3.3) is not appropriate in our case again, because the well-known property described in Corollary 2.17 does not remain true if we define $F(t)=\int_{0}^{t} f(s) \nabla s$ instead of $F(t)=\int_{0}^{t} f(s) \Delta s$. It perhaps comes from the formulation of Laplace transform that we are considering. In this case, it is defined by means delta-integrals instead of nabla integrals. This implies that the usual and classical properties of abstract cosine function on time scales do not coincide in the case $\mathbb{T}=\mathbb{R}$, which is not interesting for our purpose of unification and extension of the theories. Other motivation for not considering (3.3) follows from the fact that neither hyperbolic cosine, nor hyperbolic sine, nor cosine, nor sine functions on time scales are considered through equations of this type (see [7]). Finally, see Remark 3.7 for other considerations about the formulation of the problem.

Definition 3.2. A classical solution of (3.1) is a function $u \in \mathcal{C}_{r d}^{2}\left(\mathbb{T}_{0}^{+}, X\right)$ such that $u(t) \in D(A)$ for every $t \in \mathbb{T}_{0}^{+}$and satisfies the problem (3.1).
In the sequel, we introduce a general definition of the solution for the problem (3.1).
Definition 3.3. A mild solution of (3.1) is a function $u \in \mathcal{C}_{r d}\left(\mathbb{T}_{0}^{+}, X\right)$ which satisfies $\int_{0}^{t} \int_{0}^{s} u(r) \Delta r \Delta s=\int_{0}^{t}(t-\sigma(s)) u(s) \Delta s \in D(A)$ and for all $t \in \mathbb{T}_{0}^{+}$

$$
\begin{equation*}
u(t)=x+t y+A \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s \tag{3.4}
\end{equation*}
$$

In the sequel, we provide an example which gives a explicit formula for the mild solution of (3.1) in the case of hybrid time scale.

Example 3.4. Consider the following problem

$$
\left\{\begin{align*}
u^{\Delta \Delta}(t) & =A u(t), \quad t \in \mathbb{T}_{0}^{+}  \tag{3.5}\\
u(0) & =x \\
u^{\Delta}(0) & =y
\end{align*}\right.
$$

where $\mathbb{T}_{0}^{+}=\bigcup_{k=0}^{\infty}\left[a_{k}, b_{k}\right]$ is a hybrid time scale. Assuming that $a_{0}=0$, let $t \in$ $\bigcup_{k=0}^{\infty}\left[a_{k}, b_{k}\right]$. Therefore, there exists $k_{0} \in \mathbb{N}$ such that $t \in\left[a_{k_{0}}, b_{k_{0}}\right]$. Suppose the first case, that is, $t \in\left[a_{k_{0}}, b_{k_{0}}\right)$, then a mild solution of (3.5) by the Definition 3.3 is given by

$$
\begin{aligned}
u(t)= & x+t y+A \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s \\
= & x+t y+A \sum_{k=0}^{k_{0}-1} \int_{a_{k}}^{b_{k}}\left(b_{k}-s\right) u(s) d s+A \sum_{k=0}^{k_{0}-1} \int_{b_{k}}^{\left.\sigma\left(b_{k}\right)\right)}\left(b_{k}-\sigma(s)\right) u(s) d s+ \\
& +\int_{a_{k_{0}}}^{t}(t-\sigma(s)) u(s) d s \\
= & x+t y+A \sum_{k=0}^{k_{0}-1} \int_{a_{k}}^{b_{k}}\left(b_{k}-s\right) u(s) d s-A \sum_{k=0}^{k_{0}-1} u\left(b_{k}\right)\left(\mu\left(b_{k}\right)\right)^{2}+ \\
& \quad+\int_{a_{k_{0}}}^{t}(t-\sigma(s)) u(s) d s .
\end{aligned}
$$

On the other hand, if $t=b_{k_{0}}$, then

$$
\begin{aligned}
u(t) & =x+t y+A \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s \\
& =x+t y+A \sum_{k=0}^{k_{0}} \int_{a_{k}}^{b_{k}}\left(b_{k}-s\right) u(s) d s+A \sum_{k=0}^{k_{0}-1} \int_{b_{k}}^{\left.\sigma\left(b_{k}\right)\right)}\left(b_{k}-\sigma(s)\right) u(s) d s+ \\
& =x+t y+A \sum_{k=0}^{k_{0}} \int_{a_{k}}^{b_{k}}\left(b_{k}-s\right) u(s) d s-A \sum_{k=0}^{k_{0}-1} u\left(b_{k}\right)\left(\mu\left(b_{k}\right)\right)^{2}
\end{aligned}
$$

The next result relates strongly a mild and a classical solution of problem (3.1).
Theorem 3.5. A mild solution $u$ of the problem (3.1) is a classical solution if, and only if, $u \in \mathcal{C}_{r d}^{2}\left(\mathbb{T}_{0}^{+}, X\right)$.
Proof. If $u$ is a classical solution of (3.1), by the definition it follows directly that $u \in \mathcal{C}_{r d}^{2}\left(\mathbb{T}_{0}^{+}, X\right)$, obtaining the desired result. Conversely, assume $u \in \mathcal{C}_{r d}^{2}\left(\mathbb{T}_{0}^{+}, X\right)$ is a mild solution of (3.1) and let $t \in \mathbb{T}_{0}^{+}$. Integrating and applying the Fundamental Theorem of Calculus for $\Delta$-integrals [8, Theorem 5.34] in (3.1), we have $u^{\Delta}(t)-$ $y=A \int_{0}^{t} u(s) \Delta s$, and then, integrating and applying [8, Theorem 5.34], we obtain $u(t)-x-t y=A \int_{0}^{t} \int_{0}^{s} u(r) \Delta r \Delta s=A \int_{0}^{t} \int_{\sigma(r)}^{t} u(r) \Delta s \Delta r=A \int_{0}^{t}(t-\sigma(r)) u(r) \Delta r$, where in the second equality, we use the change of order of integration (see [3]).

The next result brings an important property of a mild solution of (3.1).
Theorem 3.6. Let $u \in \mathcal{C}_{r d}\left(\mathbb{T}_{0}^{+}, X\right), \omega \in D\{u\}$. Assume $\lambda \in \mathbb{C}$ is such that
(3.6) $\quad \lim _{t \rightarrow \infty} u(t) e_{\ominus \lambda}(t, 0)=0, \quad \lim _{t \rightarrow \infty} e_{\ominus \lambda}(t, 0) \int_{0}^{t} u(s) \Delta s=0, \quad \lim _{t \rightarrow \infty} e_{\ominus \lambda}(t, 0)=0$,
and $\operatorname{Re}_{\mu}(\lambda)(t)>\operatorname{Re} e_{\mu}(\omega)(t)$ for all $t \in \mathbb{T}_{0}^{+}$. Then $u$ is a mild solution of (3.1) if, and only if, $\widehat{u}(\lambda) \in D(A)$ and $\lambda x+y=\left(\lambda^{2}-A\right) \widehat{u}(\lambda)$, for all $\lambda$ which satisfies (3.6).
Proof. Define the following functions $v(t):=\int_{0}^{t} u(s) \Delta s$ and $z(t)=\int_{0}^{t} v(s) \Delta s$ for every $t \in \mathbb{T}_{0}^{+}$. Therefore, by hypotheses and by Corollary 2.17 , we get $\widehat{v}(\lambda)=\frac{\widehat{u}(\lambda)}{\lambda}$ and $\widehat{z}(\lambda)=\frac{\widehat{v}(\lambda)}{\lambda}$, which implies that $\widehat{z}(\lambda)=\frac{\widehat{u}(\lambda)}{\lambda^{2}}$. On the other hand, we have $\frac{\widehat{u}(\lambda)}{\lambda^{2}}=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} v(s) \Delta s \Delta t$. Then, by hypotheses and by Theorem 2.19, we get $\frac{\widehat{u}(\lambda)}{\lambda^{2}}=\widehat{z}(\lambda)=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} v(s) \Delta s \Delta t \in D(A)$. If $u$ is a mild solution of (3.1) and by applying Theorem 2.19 again, we have
$\widehat{u}(\lambda)=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) x \Delta t+\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) t y \Delta t+A \int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s \Delta t$.
By the properties of the exponential function [7, Theorem 2.36], we obtain

$$
\begin{equation*}
\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) x \Delta t=\int_{0}^{\infty}-\frac{\ominus \lambda}{\lambda} e_{\ominus \lambda}(t, 0) x \Delta t=-\frac{1}{\lambda}\left(e_{\ominus \lambda}(t, 0) x\right)_{t=0}^{t \rightarrow+\infty}=\frac{x}{\lambda} \tag{3.8}
\end{equation*}
$$

and using integration by parts (Theorem 2.7), we have

$$
\begin{aligned}
\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) t y \Delta t & =\int_{0}^{\infty}-\frac{\ominus \lambda}{\lambda} e_{\ominus \lambda}(t, 0) t y \Delta t=\int_{0}^{\infty}-\frac{1}{\lambda} e_{\ominus \lambda}^{\Delta}(t, 0) t y \Delta t \\
& =-\frac{1}{\lambda}\left(e_{\ominus \lambda}(t, 0) t y\right)_{t=0}^{t \rightarrow+\infty}+\frac{1}{\lambda} \int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) y \Delta t
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{\lambda} \int_{0}^{\infty}-\frac{\ominus \lambda}{\lambda} e_{\ominus \lambda}(t, 0) y \Delta t=-\frac{1}{\lambda^{2}}\left(e_{\ominus \lambda}(t, 0) y\right)_{t=0}^{t \rightarrow+\infty}=\frac{y}{\lambda^{2}} . \tag{3.9}
\end{equation*}
$$

Finally
$\begin{aligned} A \int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t}(t-\sigma(s)) u(s) \Delta \Delta t & =A \int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} \int_{0}^{s} u(r) \Delta r \Delta s \Delta t \\ & =A \int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} v(s) \Delta s \Delta t=A \frac{\widehat{u}(\lambda)}{\lambda^{2}} .\end{aligned}$
Combining (3.7) with (3.8), (3.9) and (3.10), we get

$$
\begin{equation*}
\widehat{u}(\lambda)=\frac{x}{\lambda}+\frac{y}{\lambda^{2}}+A \frac{\widehat{u}(\lambda)}{\lambda^{2}} \tag{3.11}
\end{equation*}
$$

obtaining the result. To prove the other part, it is only to follow the same steps.
Remark 3.7. Considering equation (3.2) instead of (3.1), the equation (3.11) is not satisfied. In that case, we obtain $\widehat{u}(\lambda)=\frac{x}{\lambda}+\frac{y}{\lambda^{2}}+A \frac{\widehat{u^{\sigma}}(\lambda)}{\lambda^{2}}$. Choosing $\mathbb{T}=\mathbb{Z}$ and using the property $\widehat{u^{\sigma}}(\lambda)=(\lambda+1) \widehat{u}(\lambda)-u(0)$, we have $\widehat{u}(\lambda)=\frac{x}{\lambda}+\frac{y}{\lambda^{2}}+A \frac{(\lambda+1) \widehat{u}(\lambda)-u(0)}{\lambda^{2}}$. Therefore, if $y=0$, then we have $\widehat{u}(\lambda)=(\lambda-A)\left(\lambda^{2}-(\lambda+1) A\right)^{-1} x$ instead of $\widehat{u}(\lambda)=\left(\lambda^{2}-A\right)^{-1} x$.

As an immediate consequence, we have the following result.
Corollary 3.8. Let $u \in \mathcal{C}_{r d}\left(\mathbb{T}_{0}^{+}, X\right), \omega \in D\{u\}$ and suppose the conditions (3.6) hold for every $\lambda$ with $\operatorname{Re}_{\mu}(\lambda)(t)>\operatorname{Re} e_{\mu}(\omega)(t)$ and $R e_{\mu}\left(\lambda^{2}\right)(t)>\operatorname{Re} e_{\mu}(\omega)(t)$ for all $t \in \mathbb{T}_{0}^{+}$. Then $u$ is a mild solution of the problem (3.1), if and only if,

$$
\begin{equation*}
\widehat{u}(\lambda) \in D(A) \text { and } \widehat{u}(\lambda)=\lambda\left(\lambda^{2}-A\right)^{-1} x+\left(\lambda^{2}-A\right)^{-1} y \tag{3.12}
\end{equation*}
$$

From now on, we assume $u \in \mathcal{C}_{r d}\left(\mathbb{T}_{0}^{+}, X\right)$ and $\omega \in D\{u\}$. Now, let us present the definition of abstract cosine function on time scales.

Definition 3.9. A strongly rd-continuous function $C: \mathbb{T}_{0}^{+} \rightarrow \mathcal{L}(X)$ is called a cosine function with generator $A$ if the following conditions are satisfied: $C(0)=I$ and there exists $\omega \in \mathbb{R}$ such that $(\omega, \infty)_{\mathbb{T}} \subset \rho(A), \lambda^{2} \in D\{C\}$, and for all $x \in X$, (3.13)

$$
\widehat{C}(\lambda) x=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) C(t) x \Delta t=\lambda\left(\lambda^{2}-A\right)^{-1} x, \text { for all } \operatorname{Re} e_{\mu}\left(\lambda^{2}\right)(t)>\omega, t \in \mathbb{T}_{0}^{+}
$$

Next, we present some important properties of a cosine function on time scales and their relations with the generator $A$.

Proposition 3.10. Let $C: \mathbb{T}_{0}^{+} \rightarrow \mathcal{L}(X)$ be a cosine function on $X$ and let $A$ be its generator. Let $\omega \in D\{C\}$, and suppose that $\lambda \in \mathbb{C}$ is such that (3.6) holds, $R e_{\mu}\left(\lambda^{2}\right)(t)>\omega$ and $\operatorname{Re} e_{\mu}(\lambda)(t)>\omega$ for all $t \in \mathbb{T}_{0}^{+}$. Then
a) $\int_{0}^{t}(t-\sigma(s)) C(s) x \Delta s \in D(A)$ and $A \int_{0}^{t}(t-\sigma(s)) C(s) x \Delta s=C(t) x-x$, for all $x \in X, t \in \mathbb{T}_{0}^{+}$.
b) Let $x \in D(A), \omega \in D\{C\}$, suppose $A \widehat{C}(\lambda)=\widehat{C}(\lambda) A$, then $C(t) x \in D(A)$ and $A C(t) x=C(t) A x$ for all $t \in \mathbb{T}_{0}^{+}$.
c) Let $x, y \in X$, then $x \in D(A)$ and $A x=y$ if and only if $C(t) x-x=$ $\int_{0}^{t}(t-\sigma(s)) C(s) y \Delta s$ for all $t \in \mathbb{T}_{0}^{+}$.
d) If 0 is right-dense, then $D(A)=\left\{x \in X: \lim _{h \rightarrow 0^{+}} \frac{2(C(h) x-x)}{h^{2}}\right.$ exists $\}$, and $A x=\lim _{h \rightarrow 0^{+}} \frac{2(C(h) x-x)}{h^{2}}$.
e) If 0 and $\sigma(0)$ are right-scattered, then

$$
\begin{aligned}
D(A)= & \left\{x \in X: \frac{(C(\sigma(\sigma(0)))-C(\sigma(0))) x}{\mu(\sigma(0)) \mu(0)}+\frac{(C(0)-C(\sigma(0))) x}{\mu(0)^{2}} \text { is well-defined }\right\}, \\
& \text { and } A x=\frac{(C(\sigma(\sigma(0)))-C(\sigma(0))) x}{\mu(\sigma(0)) \mu(0)}+\frac{(C(0)-C(\sigma(0))) x}{\mu(0)^{2}} .
\end{aligned}
$$

f) If 0 is right-scattered and $\sigma(0)$ is right-dense, then

$$
\begin{aligned}
D(A)= & \left\{x \in X: \lim _{h \rightarrow 0^{+}} \frac{(C(\sigma(0)+h)-C(\sigma(0))) x}{\mu(0) h}+\frac{(C(0)-C(\sigma(0)) x}{\mu(0)} \text { exists }\right\} \\
& \text { and } A x=\lim _{h \rightarrow 0^{+}} \frac{(C(\sigma(0)+h)-C(\sigma(0))) x}{\mu(0) h}+\frac{(C(0)-C(\sigma(0)) x}{\mu(0)}
\end{aligned}
$$

Proof. a) Considering $y=0$ in the equation (3.12), it follows by the definition of the abstract cosine function that $C$ satisfies the equation (3.12). Then by Corollary 3.8, we have that $C$ is a mild solution of (3.1) for $y=0$. Therefore, the result follows by applying the definition of a mild solution.
b) For $x \in X$ and $R e_{\mu}(\lambda)(t)>\omega$ for $t \in \mathbb{T}_{0}^{+}$, we have $\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(s, 0) C(s) A x \Delta s=$ $\widehat{C}(\lambda) A x=A \widehat{C}(\lambda) x=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(s, 0) A C(s) x \Delta s$, which implies by the uniqueness of the Laplace transform [14, Theorem 3.14], that $A C(t) x=C(t) A x$ for all $t \in \mathbb{T}_{0}^{+}$.
c) We define $C_{1}(t):=\int_{0}^{t} C(s) \Delta s$ and $C_{2}(t):=\int_{0}^{t} C_{1}(s) \Delta s$ for all $t \in \mathbb{T}_{0}^{+}$. By hypotheses and by Corollary 2.17, we obtain

$$
\begin{equation*}
\widehat{C_{1}}(\lambda)=\frac{\widehat{C}(\lambda)}{\lambda}, \quad \widehat{C_{2}}(\lambda)=\frac{\widehat{C_{1}}(\lambda)}{\lambda}, \quad \text { and } \quad \widehat{C_{2}}(\lambda)=\frac{\widehat{C}(\lambda)}{\lambda^{2}} \tag{3.14}
\end{equation*}
$$

Assume that $\int_{0}^{t}(t-\sigma(s)) C(s) y \Delta s=C(t) x-x$ for all $t \in \mathbb{T}_{0}^{+}$. Using Laplace transform, we get by (3.14) and (3.13) that

$$
\begin{align*}
\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t}(t-\sigma(s)) C(s) y \Delta s \Delta t & =\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} \int_{0}^{s} C(r) y \Delta r \Delta s \Delta t \\
& =\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} C_{1}(s) y \Delta s \Delta t \\
& =\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) C_{2}(t) y \Delta t \\
& =\widehat{C_{2}}(\lambda) y=\frac{\widehat{C}(\lambda) y}{\lambda^{2}}=\frac{1}{\lambda}\left(\lambda^{2}-A\right)^{-1} y \tag{3.15}
\end{align*}
$$

On the other hand, applying (3.13) and using (3.8), we have $\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0)(C(t) x-$ x) $\Delta t=\lambda\left(\lambda^{2}-A\right)^{-1} x-\frac{x}{\lambda}$, which implies by hypothesis, by (3.15) and from the uniqueness of the Laplace transform [14, Theorem 3.14] that $\frac{1}{\lambda}\left(\lambda^{2}-A\right)^{-1} y=$ $\lambda\left(\lambda^{2}-A\right)^{-1} x-\frac{x}{\lambda}$. Therefore, $y=\left(\lambda^{2}-A\right)\left(\lambda^{2}-A\right)^{-1} y=\left(\lambda^{2}-A\right) \lambda^{2}\left(\lambda^{2}-\right.$ $A)^{-1} x-\left(\lambda^{2}-A\right) x=\lambda^{2} x-\left(\lambda^{2}-A\right) x=A x$, for $\operatorname{Re}_{\mu}\left(\lambda^{2}\right)(t)>\omega$, proving the first part. Conversely, let $x, y \in X$ be such that $x \in D(A)$ and $A x=y$. Since $\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) C(t) A x \Delta t=\widehat{C}(\lambda) A x$, by (3.13) we have $A \widehat{C}(\lambda) x=A \lambda\left(\lambda^{2}-A\right)^{-1} x=$
$\lambda\left(\lambda^{2}-A\right)^{-1} y=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) C(t) y \Delta t=\widehat{C}(\lambda) A x$, and by part a) and b), we conclude that
$C(t) x-x=A \int_{0}^{t}(t-\sigma(s)) C(s) x \Delta s=\int_{0}^{t}(t-\sigma(s)) A C(s) x \Delta s=\int_{0}^{t}(t-\sigma(s)) C(s) y \Delta s$.
d) Let $x \in D(A)$ and $A x=y$. From part c), it follows that

$$
\frac{2}{t^{2}}(C(t) x-x)-y=\frac{2}{t^{2}} \int_{0}^{t}(t-\sigma(s)) C(s) y \Delta s-y=\frac{2}{t^{2}} \int_{0}^{t}(t-\sigma(s))(C(s) y-y) \Delta s .
$$

Since 0 is right-dense, then it is possible to find a sequence $\left\{\delta_{n}\right\} \subset \mathbb{T}_{0}^{+}$such that $\delta_{n} \rightarrow 0^{+}$as $n \rightarrow \infty$. Since $\sigma$ is rd-continuous and 0 is right-dense, it follows that $\lim _{n \rightarrow \infty} \sigma\left(\delta_{n}\right)=\sigma(0)=0$. Now, we notice that

$$
\begin{align*}
\left\|\frac{2\left(C\left(\sigma\left(\delta_{n}\right)\right) x-x\right)}{\left(\sigma\left(\delta_{n}\right)\right)^{2}}-y\right\| & =\left\|\frac{2}{\left(\sigma\left(\delta_{n}\right)\right)^{2}} \int_{0}^{\sigma\left(\delta_{n}\right)}\left(\sigma\left(\delta_{n}\right)-\sigma(s)\right)(C(s) y-y) \Delta s\right\| \\
& \leq \frac{2}{\left(\sigma\left(\delta_{n}\right)\right)^{2}} \int_{0}^{\delta_{n}}\left(\sigma\left(\delta_{n}\right)-\sigma(s)\right)\|(C(s) y-y)\| \Delta s \\
& +\frac{2}{\left(\sigma\left(\delta_{n}\right)\right)^{2}} \int_{\delta_{n}}^{\sigma\left(\delta_{n}\right)}\left(\sigma\left(\delta_{n}\right)-\sigma(s)\right)\|(C(s) y-y)\| \Delta s \tag{3.16}
\end{align*}
$$

The first integral in the last inequality goes to 0 as $n \rightarrow \infty$ by applying L'Hôpital theorem, and in the second one we have

$$
\begin{aligned}
\int_{\delta_{n}}^{\sigma\left(\delta_{n}\right)}\left(\sigma\left(\delta_{n}\right)-\sigma(s)\right)\|(C(s) y-y)\| \Delta s & =\left(\sigma\left(\delta_{n}\right)-\sigma\left(\delta_{n}\right)\right)\left\|\left(C\left(\delta_{n}\right) y-y\right)\right\| \mu\left(\delta_{n}\right) \\
& =0
\end{aligned}
$$

by Theorem 2.6. Therefore, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{2}{t^{2}}(C(t) x-x)=y \tag{3.17}
\end{equation*}
$$

Conversely, let $x, y \in X$ be such that (3.17) holds. From the properties in part a), we obtain that $A \frac{2}{t^{2}} \int_{0}^{t}(t-\sigma(s)) C(s) x \Delta s=\frac{2}{t^{2}}(C(t) x-x) \rightarrow y$ as $t \rightarrow 0^{+}$. Therefore, by (3.16) and since $A$ is closed, we have $x \in D(A)$ and $A x=y$.
e) Let $x \in D(A)$, and $A x=y$. From part c), it follows that

$$
\begin{aligned}
& \frac{(C(\sigma(\sigma(0)))-C(\sigma(0))) x}{\mu(\sigma(0)) \mu(0)}+\frac{(C(0)-C(\sigma(0))) x}{\mu(0)^{2}} \\
= & \frac{(C(\sigma(\sigma(0)))-C(0)+C(0)-C(\sigma(0))) x}{\mu(\sigma(0)) \mu(0)}+\frac{(C(0)-C(\sigma(0))) x}{\mu(0)^{2}} \\
= & \frac{1}{\mu(\sigma(0)) \mu(0)}\left[\int_{0}^{\sigma(\sigma(0))}(\sigma(\sigma(0))-\sigma(s)) C(s) y \Delta s-\int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s\right] \\
+ & \frac{1}{\mu(0)^{2}} \int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s \\
= & \frac{1}{\mu(\sigma(0)) \mu(0)}\left[\int_{0}^{\sigma(0)}(\sigma(\sigma(0))-\sigma(s)) C(s) y \Delta s-\int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{\mu(\sigma(0)) \mu(0)} \int_{\sigma(0)}^{\sigma(\sigma(0))}(\sigma(\sigma(0))-\sigma(s)) C(s) y \Delta s+\frac{1}{\mu(0)^{2}}(\sigma(0)-\sigma(0)) C(0) \mu(0) y \\
& =\frac{1}{\mu(\sigma(0)) \mu(0)}[(\sigma(\sigma(0))-\sigma(0)) \mu(0) C(0) y+(\sigma(\sigma(0))-\sigma(\sigma(0))) \mu(\sigma(0)) C(\sigma(0)) y] \\
& -\frac{1}{\mu(\sigma(0)) \mu(0)}[(\sigma(0)-\sigma(0)) \mu(0) C(0) y] \\
& =\frac{1}{\mu(\sigma(0)) \mu(0)} \mu(\sigma(0)) \mu(0) C(0) y=y
\end{aligned}
$$

proving the claim. Conversely, let $x, y \in X$ be such that

$$
\frac{(C(\sigma(\sigma(0)))-C(\sigma(0))) x}{\mu(\sigma(0)) \mu(0)}+\frac{(C(0)-C(\sigma(0))) x}{\mu(0)^{2}}=y .
$$

From part a), we have

$$
\begin{aligned}
& A \frac{1}{\mu(\sigma(0)) \mu(0)}\left[\int_{0}^{\sigma(\sigma(0))}(\sigma(\sigma(0))-\sigma(s)) C(s) y \Delta s-\int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s\right] \\
& \quad-A \frac{1}{\mu(0)^{2}} \int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s \\
& \quad=\frac{(C(\sigma(\sigma(0)))-C(\sigma(0))) x}{\mu(\sigma(0)) \mu(0)}+\frac{(C(0)-C(\sigma(0))) x}{\mu(0)^{2}}=y
\end{aligned}
$$

getting the desired result. Therefore, $x \in D(A)$ and $A x=y$.
f) Let $x \in D(A)$, and $A x=y$. From c) and using Theorem 2.6, it follows that

$$
\begin{aligned}
& \frac{C(\sigma(0)+h) x-C(\sigma(0)) x}{\mu(0) h} \\
= & \frac{1}{\mu(0) h}(C(\sigma(0)+h) x-x-C(\sigma(0)) x+x) \\
= & \frac{1}{\mu(0) h}\left(\int_{0}^{\sigma(0)+h}(\sigma(0)+h-\sigma(s)) C(s) y \Delta s-\int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s\right) \\
= & \frac{1}{\mu(0) h}\left(\int_{0}^{\sigma(0)} h C(s) y \Delta s+\int_{\sigma(0)}^{\sigma(0)+h}(\sigma(0)+h-\sigma(s)) C(s) y \Delta s\right) \\
= & \frac{1}{\mu(0) h}\left(h \mu(0) C(0) y+\int_{\sigma(0)}^{\sigma(0)+h}(\sigma(0)+h-\sigma(s)) C(s) y \Delta s\right) \\
= & y+\frac{1}{\mu(0) h}\left(\int_{\sigma(0)}^{\sigma(0)+h}(\sigma(0)+h-\sigma(s)) C(s) y \Delta s\right),
\end{aligned}
$$

from which, applying limit when $h \rightarrow 0^{+}$and using L'Hopital theorem, we get

$$
\begin{aligned}
\lim _{h \rightarrow 0^{+}} \frac{C(\sigma(0)+h) x-C(\sigma(0)) x}{\mu(0) h} & =\lim _{h \rightarrow 0^{+}}\left[y+\int_{\sigma(0)}^{\sigma(0)+h}(\sigma(0)+h-\sigma(s)) C(s) y \Delta s\right] \\
& =y+\lim _{h \rightarrow 0^{+}} \frac{1}{\mu(0)}(\sigma(0)+h-\sigma(\sigma(0))) C(\sigma(0)) y \\
& =y+\lim _{h \rightarrow 0^{+}} \frac{1}{\mu(0)}(\sigma(0)+h-\sigma(0)) C(\sigma(0)) y
\end{aligned}
$$

$$
\begin{equation*}
=y+\lim _{h \rightarrow 0^{+}} \frac{1}{\mu(0)} h C(\sigma(0)) y=y \tag{3.18}
\end{equation*}
$$

since $\sigma(0)$ is right-dense. On the other hand, we get

$$
\begin{aligned}
-\frac{(C(\sigma(0))-C(0)) x}{\mu(0)^{2}} & =-\frac{1}{\mu(0)^{2}} \int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s \\
& =-\frac{1}{\mu(0)^{2}}(\sigma(0)-\sigma(0)) \mu(0) C(0) y=0
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} \frac{(C(\sigma(0)+h)-C(\sigma(0))) x}{\mu(0) h}+\frac{(C(0)-C(\sigma(0)) x}{\mu(0)}=y \tag{3.19}
\end{equation*}
$$

obtaining the result. Conversely, suppose that $x, y$ satisfy (3.19). From a), we have

$$
\begin{aligned}
& A\left[\frac{1}{\mu(0) h}\left(\int_{0}^{\sigma(0)} h C(s) y \Delta s+\int_{\sigma(0)}^{\sigma(0)+h}(\sigma(0)+h-\sigma(s)) C(s) y \Delta s\right)\right] \\
& -A\left[\frac{1}{\mu(0)^{2}} \int_{0}^{\sigma(0)}(\sigma(0)-\sigma(s)) C(s) y \Delta s\right] \\
= & \frac{(C(\sigma(0)+h)-C(\sigma(0))) x}{\mu(0) h}+\frac{(C(0)-C(\sigma(0)) x}{\mu(0)} \rightarrow y \quad \text { as } t \rightarrow 0^{+} .
\end{aligned}
$$

Hence, by (3.18) and since $A$ is closed, it follows that $x \in D(A)$ and $A x=y$.
Remark 3.11. Notice that Theorem 3.6 describes all the possibilities for the definition of the generator $A$. Indeed, the case where 0 is right-dense and $\sigma(0)$ is right-scattered at the same time is not possible, since if 0 is right-dense, then $\sigma(0)=0$ which implies that $\sigma(0)$ has to be right-dense.

## 4. Abstract Sine family on time scales

In this section, we introduce the notion of abstract sine family on time scales.
Definition 4.1. We say that a strongly rd-continuous function $S: \mathbb{T}_{0}^{+} \rightarrow \mathcal{L}(X)$ is a sine function with generator $A$ if the following conditions are satisfied: $S(0)=0$, and there exists $\omega \in \mathbb{R}$ such that $(\omega, \infty)_{\mathbb{T}} \subset \rho(A), \lambda^{2} \in D\{S\}$, and for all $x \in X$,

$$
\widehat{S}(\lambda) x=\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) S(t) x \Delta t=\left(\lambda^{2}-A\right)^{-1} x, \text { for all } \operatorname{Re} e_{\mu}\left(\lambda^{2}\right)(t)>\omega, t \in \mathbb{T}_{0}^{+}
$$

If $A$ generates a cosine function $C$, then $\left(\lambda^{2}-A\right)^{-1}=\frac{1}{\lambda} \int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) C(t) \Delta t=$ $\int_{0}^{\infty} e_{\ominus \lambda}^{\sigma}(t, 0) \int_{0}^{t} C(s) \Delta s \Delta t$, for $R e_{\mu}\left(\lambda^{2}\right)(t)>\omega$. Thus, $A$ generates the abstract sine function $S$ given by $S(t) x:=\int_{0}^{t} C(s) x \Delta s$. It implies that this definition is consistent with Definition 3.9.

The next result establishes some relations between a sine function and its generator. Its proof follows as in the proof of Proposition 3.10. We omit the details.
Proposition 4.2. Let $S: \mathbb{T}_{0}^{+} \rightarrow \mathcal{L}(X)$ be a sine function on $X$ and let $A$ be its generator. Let $\omega \in D\{S\}$, and suppose that $\lambda \in \mathbb{C}$ is such that (3.6) holds, $\operatorname{Re}_{\mu}\left(\lambda^{2}\right)(t)>\omega$ and $\operatorname{Re} e_{\mu}(\lambda)(t)>\omega$ for all $t \in \mathbb{T}_{0}^{+}$. Then
a) $\int_{0}^{t}(t-\sigma(s)) S(s) x \Delta s \in D(A)$ and $A \int_{0}^{t}(t-\sigma(s)) S(s) x \Delta s=S(t) x-t x$, for all $x \in X, t \in \mathbb{T}_{0}^{+}$.
b) Let $x \in D(A)$ and $A \widehat{S}(\lambda)=\widehat{S}(\lambda) A$, then $S(t) x \in D(A)$ and $A S(t) x=$ $S(t) A x$ for all $t \in \mathbb{T}_{0}^{+}$.
c) Let $x, y \in X$, then $x \in D(A)$ and $A x=y$ if and only if $S(t) x-t x=$ $\int_{0}^{t}(t-\sigma(s)) S(s) y \Delta s$ for all $t \in \mathbb{T}_{0}^{+}$.
Our definitions of abstract sine and cosine functions on time scales are directly related with the existence of mild solutions to problem (3.1). Now, we discuss about the existence of mild solutions to (3.1).
Theorem 4.3. Let $A \in \mathcal{L}(X)$. Then the problem (3.1) has a unique mild solution. Proof. We fix $a \in \mathbb{T}_{0}^{+}$, and define the operator $\Gamma: \mathcal{C}_{r d}([0, a], X) \rightarrow \mathcal{C}_{r d}([0, a], X)$ by $(\Gamma u)(t)=x+t y+\int_{0}^{t}(t-\sigma(s)) u(s) \Delta s$, where $t \in \mathbb{T}_{0}^{+}$. For $t \leq a \in \mathbb{T}_{0}^{+}$, it is not difficult to prove that $\Gamma$ has a unique fixed point $u(\cdot)$, which is the solution to (3.1). Moreover, since $u(t)=x+t y+\int_{0}^{t}(t-\sigma(s)) u(s) \Delta s$, for all $t \in \mathbb{T}_{0}^{+}$, for such fixed point $u(\cdot)$, we have that $u(\cdot)$ is a mild solution of (3.1), concluding the proof.

Now, we give an example. Assume that $A$ generates a cosine family $C: \mathbb{T}_{0}^{+} \rightarrow$ $\mathcal{L}(X)$ with associated sine $S: \mathbb{T}_{0}^{+} \rightarrow \mathcal{L}(X)$, and let $\lambda \in \mathbb{R}$ be an eigenvalue of $A$.
Example 4.4. If $\lambda \in \mathbb{R}$, then $C(t) x=\cosh _{\sqrt{\lambda}}(t, 0) x, \quad S(t) y=\frac{1}{\sqrt{\lambda}} \sinh _{\sqrt{\lambda}}(t, 0) y$, for all $t \in \mathbb{T}_{0}^{+}$. Indeed, let $u(t)=\cosh _{\sqrt{\lambda}}(t, 0) x+\frac{1}{\sqrt{\lambda}} \sinh _{\sqrt{\lambda}}(t, 0) y$. From the definition of hyperbolic functions on time scales [7, Definition 3.17], it is immediate that $u(0)=x$. Applying delta derivative, we get $u^{\Delta}(t)=\sqrt{\lambda} \sinh _{\sqrt{\lambda}}(t, 0) x+$ $\cosh _{\sqrt{\lambda}}(t, 0) y$, and from this formula we obtain $u^{\Delta}(0)=y$. Applying delta derivative again, we have $u^{\Delta \Delta}(t)=\lambda \cosh _{\sqrt{\lambda}}(t, 0) x+\sqrt{\lambda} \sinh _{\sqrt{\lambda}}(t, 0) y=\lambda u(t)$. From the uniqueness of solutions of the problem (3.1) for the case $A:=\lambda$, we conclude that $u(t)=C(t) x+S(t) y$, and the result is proved.

## 5. inhomogeneous second order abstract Cauchy problem

In this section, we investigate the existence of solutions of the following inhomogeneous abstract Cauchy problem on time scales

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u(t)+f(t), \quad t \in \mathbb{T}_{0}^{+}, \text {and } u(0)=x, u^{\Delta}(0)=y \tag{5.1}
\end{equation*}
$$

where $x, y \in X$. Assume that $u(t) \in X$ and $f: \mathbb{T}_{0}^{+} \rightarrow X$ is rd-continuous. Also, we assume that $A$ generates a cosine function $C: \mathbb{T}_{0}^{+} \rightarrow X$ and a sine function $S: \mathbb{T}_{0}^{+} \rightarrow X$, and that there exists an rd-continuous function $g$ such that $\left(\lambda^{2} I-\right.$ A) $\widehat{g}(\lambda)=\widehat{f}(\lambda), \lambda>\omega$. Now, we introduce the definition of a mild solution of (5.1).

Definition 5.1. An rd-continuous function $u: \mathbb{T}_{0}^{+} \rightarrow X$ is a mild solution of (5.1) if $u(t)=x+t y+A \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s+\int_{0}^{t}(t-\sigma(s)) f(s) \Delta s$ for all $t \in \mathbb{T}_{0}^{+}$.

We restrict us to consider the operator $A \in \mathcal{L}(X)$. In this case, for each $s \in \mathbb{T}_{0}^{+}$, we consider the abstract Cauchy problem given by

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u(t), \quad t \in \mathbb{T}_{0}^{+}, \text {and } u(s)=x, u^{\Delta}(s)=y \tag{5.2}
\end{equation*}
$$

Definition 5.2. We say that an rd-continuous function $u:[s, \infty)_{\mathbb{T}} \rightarrow X$ is a mild solution of $(5.2)$ if $u(t)=x+t y+A \int_{s}^{t}(t-\sigma(r)) u(r) \Delta r$, for all $t \geq s$ and $t, s \in \mathbb{T}_{0}^{+}$.

It is easy to show that problem (5.2) has a unique solution $u(t, s)$ for all $x, y \in X$. Next, we define $C(t, s) x+S(t, s) y=u(t, s)$. Also, $C:\left\{(t, s): t \geq s, t, s \in \mathbb{T}_{0}^{+}\right\} \rightarrow$ $\mathcal{L}(X)$ and $S:\left\{(t, s): t \geq s, t, s \in \mathbb{T}_{0}^{+}\right\} \rightarrow \mathcal{L}(X)$ are strongly rd-continuous maps.

Theorem 5.3. Let $A \in \mathcal{L}(X)$ and assume that $f: \mathbb{T}_{0}^{+} \rightarrow X$ is an rd-continuous function. Then the mild solution $u(t)$ of the problem (5.1) is given by $u(t)=$ $C\left(t, t_{0}\right) x+S\left(t, t_{0}\right) y+\int_{t_{0}}^{t} S(t, \sigma(r)) f(r) \Delta r$.
Remark 5.4. In the following proof, we only seek the solution for the case $t \geq t_{0}$. Hence, $C\left(t, t_{0}\right)$ and $S\left(t, t_{0}\right)$ are only defined for $t \geq t_{0}$. On the other hand, by the definition of abstract sine function, let us consider $S(t):=S\left(t, t_{0}\right)=\int_{t_{0}}^{t} C(s) \Delta s$. Then, $S(t, s)=\int_{s}^{t} C(r) \Delta r$. This implies that $S(t, s)=0$ whenever $t=s$. On the other hand, we also consider $C(t):=C\left(t, t_{0}\right)$ for all $t \geq t_{0}$.
Proof of Theorem 5.3. For $t \in \mathbb{T}_{0}^{+}$we define the following function $u(t):=C(t) x+$ $S(t) y+\int_{0}^{t} S(t, \sigma(r)) f(r) \Delta r$. By Proposition 4.2 a), we have

$$
\begin{aligned}
A \int_{0}^{t}(t-\sigma(s)) \int_{0}^{s} S(s, \sigma(r)) f(r) \Delta r \Delta s & =A \int_{0}^{t} \int_{0}^{s}(t-\sigma(s)) S(s, \sigma(r)) f(r) \Delta r \Delta s \\
& =\int_{0}^{t} A \int_{\sigma(r)}^{t}(t-\sigma(s)) S(s, \sigma(r)) f(r) \Delta s \Delta r \\
& =\int_{0}^{t}(S(t, \sigma(r))-t) f(r) \Delta r \\
& -\int_{0}^{t}(S(\sigma(r), \sigma(r))-\sigma(r)) f(r) \Delta r \\
& =\int_{0}^{t}(S(t, \sigma(r))-(t-\sigma(r))) f(r) \Delta r .
\end{aligned}
$$

where in the second equality, we used the change of order of the integration (see [3]). Replacing $u$ given in Definition 5.1, we obtain by Propositions 3.10 and 4.2

$$
\begin{aligned}
u(t) & =x+t y+A \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s+\int_{0}^{t}(t-\sigma(s)) f(s) \Delta s \\
& =x+t y+A \int_{0}^{t}(t-\sigma(s)) C(s) x \Delta s+A \int_{0}^{t}(t-\sigma(s)) S(s) y \Delta s \\
& +A \int_{0}^{t}(t-\sigma(s)) \int_{0}^{s} S(s, \sigma(r)) f(r) \Delta r \Delta s+\int_{0}^{t}(t-\sigma(s)) f(s) \Delta s \\
& =C(t) x+S(t) y+\int_{0}^{t} S(t, \sigma(r)) f(r) \Delta r .
\end{aligned}
$$

Now, we also investigate the existence of solutions of the following nonlinear abstract Cauchy problem on time scales

$$
\begin{equation*}
u^{\Delta \Delta}(t)=A u(t)+f(t, u(t)), \quad t \in \mathbb{T}_{0}^{+}, \text {and } u(0)=x, u^{\Delta}(0)=y \tag{5.3}
\end{equation*}
$$

where $x, y \in X$. We assume that the values $u(t) \in X$ and $f: \mathbb{T}_{0}^{+} \times X \rightarrow X$ is an rd-continuous function with respect to the first variable. Also, we assume that $A$ generates a cosine function $C: \mathbb{T}_{0}^{+} \rightarrow X$ and a sine function $S: \mathbb{T}_{0}^{+} \rightarrow X$.

We start by introducing the definition of a mild solution of problem (5.3).
Definition 5.5. An rd-continuous function $u: \mathbb{T}_{0}^{+} \rightarrow X$ is a mild solution of (5.3) if $u(t)=x+t y+A \int_{0}^{t}(t-\sigma(s)) u(s) \Delta s+\int_{0}^{t}(t-\sigma(s)) f(s, u(s)) \Delta s$ for all $t \in \mathbb{T}_{0}^{+}$.

The next theorem plays an important role in the study of nonlinear second order abstract Cauchy problems on time scales. The proof of the next theorem follows similarly to the proof of Theorem 5.3. We will omit it here.

Theorem 5.6. Let $A \in \mathcal{L}(X)$ and assume that $f: \mathbb{T}_{0}^{+} \times X \rightarrow X$ is an rd-continuous function. Then, the mild solution $u(t)$ of the problem (5.1) is given by $u(t)=$ $C\left(t, t_{0}\right) x+S\left(t, t_{0}\right) y+\int_{t_{0}}^{t} S(t, \sigma(r)) f(r, u(r)) \Delta r$.
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