
DISCRETE SUBDIFFUSION EQUATIONS WITH MEMORY.

RODRIGO PONCE

Abstract. In this paper, we study a discrete subdiffusion equation with memory. Based on the back-

ward operator and the theory of fractional resolvent families, we find a discrete fractional resolvent
sequence which allows to write the solution to this discrete subdiffusion equation as a variation of
constant formula.

1. Introduction

The problem of the heat conduction in materials with memory, was firstly studied by Coleman and
Gurtin [12] and Gurtin and Pipkin [21], where the authors deduced a differential equation of first order
with memory, which can be written in the form of

(1.1)

 u′(t) = Au(t) +

∫ t

0

a(t− s)Au(s)ds+ f(t), t ≥ 0

u(0) = x,

where A is a closed operator (typically is the second order operator) defined in a Banach space X, the
initial condition x belongs to X, a is a locally integrable kernel known as the heat relaxation function,

and f is a suitable continuous function. Typical choices of kernels a are given by a(t) = ρ tµ−1

Γ(µ) e
−βt, where

ρ ∈ R, β ≥ 0 and µ > 0, see for instance [49]. The existence and uniqueness of solutions to equation (1.1)
has been widely studied in the last five decades, see for instance the monographs [17, 20, 49] and the
references therein. More concretely, it is well known that if a ∈ W 1,1(R+) (for instance for µ > 1) and
A is the generator of a C0-semigroup, then the problem (1.1) has a unique solution u, see for instance
[17, Chapter VI, Section 7]. But, if a ̸∈ W 1,1(R+) (for instance for 0 < µ < 1), then the classical theory
of C0-semigroups does not allow to ensure the existence of such solutions. However, if A generates a
resolvent family {Sa(t)}t≥0 (see [15, 52]), then there exists a unique mild solution u to (1.1) given by the
variation of constants formula

(1.2) u(t) = Sa(t)x+

∫ t

0

Sa(t− s)f(s)ds, t ≥ 0.

Here, the Laplace transform ·̂, of Sa(t) verifies Ŝa(λ) = 1
1+â(λ)

(
λ

1+â(λ) −A
)−1

for all λ ∈ C such that
λ

1+â(λ) ∈ ρ(A). We notice that if a(t) = 0 for all t ≥ 0, (that is, the problem of the heat conduction

without memory) then Sa(t) is precisely the C0-semigroup generated by the operator A.
On the other hand, in the last two decades, fractional calculus have been used in many mathematical

models to describe a wide variety of phenomena, including problems in viscoelasticity, signal and image
processing, engineering, fractional Brownian motion, fractional stochastic differential equations, econom-
ics, epidemiology and among others. See [9, 23, 26, 29, 44, 45, 51] and the references therein. More
specifically, the subdiffusion equation

(1.3)

{
∂αt u(t) = Au(t) + f(t), t ≥ 0
u(0) = x,
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where A is a closed linear operator defined in X, x ∈ X, f is a suitable continuous function and, for
0 < α < 1, ∂αt u denotes the Caputo fractional derivative of u of order, has been studied both in abstract
and applied settings. The mild solution to (1.3) can be written again as a variation of constant formula:

u(t) = Sα,1(t)x+

∫ t

0

Sα,α(t− s)f(s)ds,(1.4)

where, for α, β > 0, Sα,β(t) is the fractional resolvent family generated by A which can be defined as
Sα,β(t) :=

1
2πi

∫
γ
eλtλα−β(λα − A)−1dλ, t ≥ 0, where, γ is a suitable complex path where the resolvent

operator (λα − A)−1 is well-defined. We notice that the function Sα,β(t) corresponds precisely to a
generalization of the scalar Mittag-Leffler function, which is defined by Eα,β(z) :=

∑∞
k=0 z

k/Γ(αk+β) =
1

2πi

∫
Ha

eµµα−β(µα − z)−1dµ, α, β > 0, z ∈ C, where, Ha is a Hankel path, i.e. a contour which starts

and ends at −∞ and encircles the disc |µ| ≤ |z|1/α counterclockwise.
Several different time discretizations of integro-differential equations with memory terms of convolution

type in the form of (1.1) have been considered by many authors in the last decades. For example, the
authors in [50] take the operator A as an unbounded positive-definite self-adjoint operator with dense
domain in a Hilbert space and the operator, in [43], the authors consider A as closed linear operator
in a Banach space satisfying the resolvent estimate ∥(z − A)−1∥ ≤ Mδ/(1 + |z|), for z ∈ Σδ := {z ̸=
0, | arg(z)| < δ} ∪ {0} for some δ ∈ ( 12π, π), where Mδ is a positive constant, and the kernel a verifies
appropriate conditions. See also [10, 11, 14] for a different approach to the scalar case. A typical kernel
satisfying such conditions is a(t) = ρe−βt with ρ ∈ R and β ≥ 0, see [43, Section 2]. In the case of
the kernel a defined by a(t) = tα−1/Γ(α), time discretizations in Banach spaces have been studied, for
example, in [42] for 0 < α < 1 (where A verifies the same resolvent estimate above) and in [13] for
1 < α < 2 (where A is a sectorial operator). Finally, very recently, in [38] the authors study a time
discretization of (1.1) where A is assumed to be the generator of a resolvent family {Sa(t)}t≥0 for the
discrete time step τ = 1 via the Poisson transform [35].

In addition, there is a recent and extensive literature on time discretization of fractional differential
equations in the form of (1.3). See for instance [39, 40] for a classical point of view. In [5, 6, 16,
18] the authors study scalar fractional differential equations in the form of (1.3). The authors in [27]
study discrete maximal regularity of fractional evolution equations for the Caputo and Riemann-Liouville
fractional derivatives on Banach spaces with the UMD property. In [36, 37] the authors develop a method
based on operator-valued Fourier multipliers for the well possedness of fractional difference equations in
Banach spaces. On the other hand, in [2, 24, 35] the authors study the existence of solutions to fractional
difference equations (for 0 < α < 1) in the form of

(1.5) C∇αun = Aun+1, n ∈ N,

with the initial condition u0 = u0 ∈ X, where C∇αun is an approximation of the Caputo fractional
derivative ∂αt u(t) (at time t = n). By using a subordination principle and a discretization via the Poisson
transform ([35]), the authors define a discrete fractional resolvent family {Sα(n)}n∈N0 generated by the
operator A, and then the authors proved that the solution to this equation can be written in terms of
the resolvent {Sα(n)}n∈N0

. The case 1 < α < 2 has been recently studied by using similar methods in
[4]. We notice that (1.5) corresponds to a time discretization of the fractional differential equation (1.3)
given by the Poisson transformation [35] for the discrete time step size τ = 1. Finally, in [47] the author
studies time discretization to (1.3) for a time step size τ > 0 and finds interesting connections between
{Sα,β(t)}t≥0, a discrete fractional resolvent sequence {Sn

α,β}n∈N0 and the solution to discrete fractional
differential equations in the form of

(1.6) C∇αun = Aun + fn, n ∈ N,

where C∇αun is an approximation of the Caputo fractional derivative ∂αt u(t) (at time t = τn). More
concretely, in [47] has been proved that the solution to (1.6) under the initial condition u0 = x, is given by
the variation of constant formula un = Sn

α,1x+ τ(Sα,α ⋆ f)
n, n ∈ N, where, for α, β > 0, and n ∈ N0, the
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fractional resolvent sequence {Sn
α,β}n∈N0

is defined by Sn
α,β :=

∫∞
0
ρτn(t)Sα,β(t)dt, and for a fixed τ > 0,

ρτn(t) := e−
t
τ

(
t
τ

)n 1
τn! , (Sα,α ⋆ f)

n =
∑n

j=0 S
n−j
α,α f

j and f j :=
∫∞
0
ρτj (t)f(t)dt.

On the other hand, the subdiffusion equation with memory

(1.7)

 ∂αt u(t) = Au(t) +

∫ t

0

κ(t− s)Au(s)ds+ f(t), t ≥ 0

u(0) = x,

where 0 < α < 1, A is a closed linear operator defined in a Banach space X, x ∈ X and κ is suitable

kernel has been studied recently in [1, 30, 31, 32] and [48]. Again, the function κ(t) = e−ρt tµ−1

Γ(µ) where

ρ ≥ 0 and 0 < µ ≤ 1 corresponds to a typical example of such kernels. However, to the best of our
knowledge, there is not literature on time discretization of (1.7) for 0 < α < 1.

In this paper, we study the discrete subdiffusion equation with memory

(1.8) C∇αun = Aun + τ

n∑
j=0

κn−jAuj + fn, n ∈ N,

under the initial condition u0 = x. Observe that this equation corresponds to a time discretization (for
a time step size τ > 0) of (1.7) which can be obtained by multiplying the subdiffusion equation with
memory (1.7) by ρτn(t), and next integrating over [0,∞) (see Section 2). Based on the theory of fractional
resolvent families for linear and closed operators and on the properties of the function ρτn(t) for a time
step size τ > 0 (known as Poisson distribution), in this paper we study the existence and representation
of the solutions to problem (1.8). More precisely, we will show that the solution to equation (1.8) can
be written as a variation of parameter formula in terms of certain discrete fractional resolvent family
similarly to the case of the equation (1.6). We notice that for α = 1, C∇1un corresponds to the backward
Euler difference (un − un−1)/τ and therefore the discrete equation with memory (1.8) generalizes the
integro-differential equations proposed in [38, 42, 43, 50], and if κ(t) = 0 for all t ≥ 0 and 0 < α < 1,
then (1.8) corresponds to a time discretization of the fractional subdiffusion (1.1).

The paper is structured as follows. In Section 2 we recall the definition of resolvent families and
we give some preliminaries on continuous and discrete fractional calculus. In Section 3 we study the
discrete fractional subdiffusion equation with memory (1.8). Here, by assuming that A is the generator
of a resolvent family, we prove that the equation (1.8) under the initial condition u0 = x has a unique
solution, which can be written as a variation of constant formula. Finally, in Section 4, assuming that
A = ϱI for some ϱ > 0 or A is a self-adjoint operator on L2(Ω) (where Ω ⊂ RN is a bounded open set)
with compact resolvent, we give an explicit representation of solutions to (1.8).

2. Resolvent families and continuous and discrete fractional calculus

For a given a Banach spaces (X, ∥ · ∥), the Banach space of all bounded and linear operators from X
into X is denoted by B(X). If A is a closed linear operator defined in X, then ρ(A) denotes the resolvent
set of A and R(λ,A) = (λ−A)−1 is its resolvent operator, which is defined for all λ ∈ ρ(A).

We say that a family of operators {S(t)}t≥0 ⊂ B(X) is exponentially bounded if there exist real numbers
M > 0 and ω ∈ R such that

∥S(t)∥ ≤Meωt, t ≥ 0.

In this case, the Laplace transform of S(t), Ŝ(λ)x :=
∫∞
0
e−λtS(t)xdt, is well defined for all Reλ > ω.

Given α > 0, the function gα is defined by gα(t) := ta−1

Γ(α) , where Γ(·) denotes the Gamma function.

We note that if α, β > 0, then gα+β = gα ∗ gβ , where (f ∗ g) is the usual finite convolution (f ∗ g)(t) =∫ t

0
f(t− s)g(s)ds. For a locally integrable function f : [0,∞) → X, we define the Laplace transform of f,

denoted by f̂(λ) (or L(f)(λ)) as

f̂(λ) =

∫ ∞

0

e−λtf(t)dt, Reλ > ω

whenever the integral is absolutely convergent for Reλ > ω.
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Definition 2.1. Let A be a closed and linear operator defined in a Banach space X and a ∈ L1
loc(R+).

We say that A is the generator of a resolvent family, if there existM > 0, ω ≥ 0 and a strongly continuous
function Sa : [0,∞) → B(X) such that ∥Sa(t)∥ ≤Meωt for all t ≥ 0, { λ

1+â(λ) : Reλ > ω} ⊂ ρ(A) and for

all x ∈ X,

1

1 + â(λ)

(
λ

1 + â(λ)
−A

)−1

x =

∫ ∞

0

e−λtSa(t)xdt, Reλ > ω.

In this case, {Sa(t)}t≥0 is called the resolvent family generated by A.

Now, we notice that if A is the generator of the resolvent family {Sa(t)}t≥0, and c(t) := 1, b(t) :=
1 + (1 ∗ a)(t), then {Sa(t)}t≥0 corresponds to a (b, c)-regularized family according to [34]. This implies
that if a ≡ 0, then {Sa(t)}t≥0 is the C0-semigroup generated by A. Moreover, it is a well-known fact
that if A generates a resolvent family {Sa(t)}t≥0, then solution u to (1.1) is given by the variation of
parameters formula (1.2).

Definition 2.2. Let A be a closed and linear operator defined on a Banach space X and κ ∈ L1
loc(R+).

Given α, β > 0 we say that A is the generator of an (α, β)-resolvent family, if there exist ω ≥ 0
and a strongly continuous function Sκ

α,β : (0,∞) → B(X) such that Sκ
α,β(t) is exponentially bounded,{

λα

1+κ̂(λ) : Reλ > ω
}
⊂ ρ(A), and for all x ∈ X,

(2.9)
λα−β

1 + κ̂(λ)

(
λα

1 + κ̂(λ)
−A

)−1

x =

∫ ∞

0

e−λtSκ
α,β(t)xdt, Reλ > ω.

In this case, {Sκ
α,β(t)}t≥0 is called the (α, β)-resolvent family generated by A.

We observe that if α = β = 1, then a (1, 1)-resolvent family {Sκ
1,1(t)}t≥0 corresponds to the resolvent

family {Sκ(t)}t≥0 according to Definition 2.1. Moreover, a closed linear operator A generates a unique
(α, β)-resolvent family, and if c(t) := gα(t) + (κ ∗ gα)(t) and A is the generator of an (α, β)-resolvent
family {Sκ

α,β(t)}t>0 then {Sκ
α,β(t)}t>0 is a (c, gβ)-regularized family as well (according to [34]), and then

we can prove the following result, see [34] for further details. See also [1, Definition 2.3 and Remark 2.4]
and [3, Section 4]

Proposition 2.3. If α, β > 0 and A generates an (α, β)-resolvent family {Sκ
α,β(t)}t>0, then

(1) lim
t→0+

Sκ
α,β(t)x

gβ(t)
= x, for all x ∈ X,

(2) Sκ
α,β(t)x ∈ D(A) and Sκ

α,β(t)Ax = ASκ
α,β(t)x for all x ∈ D(A) and t > 0

(3) For all x ∈ D(A),

Sκ
α,β(t)x = gβ(t)x+

∫ t

0

c(t− s)ASκ
α,β(s)xds,

(4)
∫ t

0
c(t− s)Sκ

α,β(s)xds ∈ D(A) and

Sκ
α,β(t)x = gβ(t)x+A

∫ t

0

c(t− s)Sκ
α,β(s)xds,

for all x ∈ X,

where c(t) := gα(t) + (κ ∗ gα)(t).

For α, β > 0 and z ∈ C, the Mittag-Leffler function Eα,β is defined by

Eα,β(z) :=

∞∑
j=0

zj

Γ(αj + β)
.



DISCRETE SUBDIFFUSION EQUATIONS WITH MEMORY 5

Given α > −1, β ∈ C and z ∈ C, the Wright function Wα,β is defined by

Wα,β(z) :=

∞∑
j=0

zj

j!Γ(αj + β)
.

If β ≥ 0, then for all z ∈ C and α > −1, we have (see [41]) that

Wα,β(z) =
1

2πi

∫
Ha

µ−βeµ+zµ−α

dµ,

where Ha denotes the Hankel path defined as a contour that begins and t = −∞− ia (a > 0), encircles
the branch cut that lies along the negative real axis, and ends up at t = −∞+ ib (b > 0), see for instance
[41].

Definition 2.4. [3, Definition 3.1] For 0 < α < 1 and β ≥ 0, we define the function ψα,β in two variables
by

ψα,β(t, s) := tβ−1W−α,β(−stα), t > 0, s ∈ C.

By [3, Theorem 3.2] it follows that if 0 < α < 1 and β ≥ 0, then ψα,β(t, s) ≥ 0 for t, s > 0 and

(2.10)

∫ ∞

0

e−λtψα,β(t, s)dt = λ−βe−λαs, for s, λ > 0.

Moreover, there exists an interesting connection between Sa(t) and Sκ
α,β(t). In fact, let 0 < α < 1

and ε ≥ 0, and let κ ∈ L1
loc(R+) be a given kernel and assume that there exist a ∈ L1

loc(R+) and ν ≤ 0
and such that â(λα) = κ̂(λ) for all Re(λ) > ν. Suppose that A is the generator of a resolvent family
{Sa(t)}t≥0. Then, A is also the generator of the (α, α+ ε)-resolvent family {Sκ

α,α+ε(t)}t>0 defined by

Sκ
α,α+ε(t)x :=

∫ ∞

0

ψα,ε(t, s)S
a(s)xds, t > 0, x ∈ X

where ψα,ε is the Wright type function given in Definition 2.4. Moreover, if ε > 0, then Sκ
α,α+ε(t)x =

(gε ∗ Sκ
α,α)(t)x, for all x ∈ X and t > 0.

In particular, if we take ε = 0 and ε = 1− α, then we obtain the following subordination result.

Proposition 2.5. [48] Let 0 < α < 1. Let κ ∈ L1
loc(R+) be a given kernel. Assume that there exist

a ∈ L1
loc(R+) and ν ≤ 0 such that â(λα) = κ̂(λ) for all Re(λ) > ν. Suppose that A is the generator of

a resolvent family {Sa(t)}t≥0 such that ∥Sa(t)∥ ≤ Meωt for all t ≥ 0, where M,ω ≥ 0. Then, A is the
generator of the resolvent families {Sκ

α,α(t)}t>0 and {Sκ
α,1(t)}t>0 which are, respectively, defined by

(2.11) Sκ
α,α(t)x :=

∫ ∞

0

ψα,0(t, s)S
a(s)xds, t > 0,

and

(2.12) Sκ
α,1(t)x :=

∫ ∞

0

ψα,1−α(t, s)S
a(s)xds, t > 0.

We notice that if κ(t) = 0 for all t ≥ 0, then a kernel a satisfying the above conditions is a(t) = 0
for all t ≥ 0. Therefore, if A is the generator of a resolvent family {Sa(t)}t≥0 (with a ≡ 0), that is, A
generates a C0-semigroup {T (t)}t≥0, then A also generates the resolvent families

Sκ
α,α(t)x :=

∫ ∞

0

ψα,0(t, s)T (s)xds, and Sκ
α,1(t)x :=

∫ ∞

0

ψα,1−α(t, s)T (s)xds, t > 0,

These last relations are known as subordination principles, see for instance [3, 7, 8, 28].
For 0 < α < 1, the Caputo fractional derivative of order α of a function f is defined by

∂αt f(t) := (g1−α ∗ f ′)(t) =
∫ t

0

g1−α(t− s)f ′(s)ds.
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It is well known that if α = 1, then ∂1t = d
dt . For further details on fractional calculus we refer to the

reader to [41]. Moreover, an easy computation shows that ĝα(λ) =
1
λα for all Re(λ) > 0 and applying the

properties of the Laplace transform, we obtain

(2.13) ∂̂αt f(λ) = λαf̂(λ)− λα−1f(0)

for 0 < α ≤ 1. Here, the power λα is uniquely defined by λα := |λ|αeiarg(λ), with −π < arg(λ) < π.
Now, we review some details on discrete fractional calculus. We refer the reader to [19, 47] for further

details. We denote the set of all non-negative integers by N0 and the non-negative real numbers by R+
0 .

Give τ > 0 fixed and n ∈ N0, we define

ρτn(t) := e−
t
τ

(
t

τ

)n
1

τn!
.

An easy computation shows that ρτn(t) ≥ 0, ρτn(t) = τ−1ρn(t/τ) where ρn(t) := e−ttn/n!, and∫ ∞

0

ρτn(t)dt = 1, for all n ∈ N0.

For a bounded and locally integrable function u : R+
0 → X, we define the sequence (un)n (known as

Poisson transformation, see [35]) by

un :=

∫ ∞

0

ρτn(t)u(t)dt, n ∈ N0.

We observe that for τ > 0 small enough, the function ρτn(t) behaves like a delta function at tn := τn and
then, un corresponds to an approximation of u at tn.

Given the Banach space X, F(R+
0 ;X) denotes the vector space of all vector-valued functions v : R+

0 →
X. The backward Euler operator ∇τ : F(R+

0 ;X) → F(R+
0 ;X) is defined by

∇τv
n :=

vn − vn−1

τ
, n ∈ N.

For m ≥ 2, we define recursively ∇m
τ : F(R+

0 ;X) → F(R+
0 ;X) as

∇m
τ v

n :=

{
∇m−1

τ (∇τv)
n, n ≥ m
0, n < m,

(2.14)

where ∇1
τ ≡ ∇τ and ∇0

τ is the identity operator. The operator ∇m
τ is called the backward difference

operator of order m. It is easy to see that if v ∈ F(R+
0 ;X), then

(∇m
τ v)

n =
1

τm

m∑
j=0

(
m

j

)
(−1)jvn−j , n ∈ N.

Now, we define the sequence

(2.15) kατ (n) := τ

∫ ∞

0

ρτn(t)gα(t)dt, n ∈ N0, α > 0.

An easy computation shows that

kατ (n) =
ταΓ(α+ n)

Γ(α)Γ(n+ 1)
= τ

Γ(α+ n)

Γ(n+ 1)
gα(τ), n ∈ N0, α > 0.

Definition 2.6. Let 0 < α < 1. The αth−fractional sum of v ∈ F(R;X) is defined by

(2.16) (∇−α
τ v)n :=

n∑
j=0

kατ (n− j)vj , n ∈ N0.

Definition 2.7. Let 0 < α < 1. The Caputo fractional backward difference operator of order α of v,

C∇α : F(R+;X) → F(R+;X), is defined by

(C∇αv)n := ∇−(1−α)
τ (∇1

τv)
n, n ∈ N.



DISCRETE SUBDIFFUSION EQUATIONS WITH MEMORY 7

As in [19, Chapter 1, Section 1.5] we define by convention
∑−k

j=0 v
j = 0, for all k ∈ N.

If α = 1, then the fractional backward difference operator C∇α is defined as the backward difference
operator ∇τ . From [47] we have that if 0 < α < 1 and n ∈ N, then C∇α+1vn = C∇α(∇1v)n, and
moreover, we have the following result that relates the Caputo fractional derivative and the Caputo
difference operator.

Proposition 2.8. Let 0 < α < 1. If u : [0,∞) → X is differentiable and bounded, then
∫∞
0
ρτn(t)∂

α
t u(t)dt =

C∇αun, for all n ∈ N.

Thus, C∇αvn, corresponds to an approximation of the Caputo fractional derivative ∂αt u(t) at the
point tn = nτ.

Now, given a family of operators {S(t)}t≥0 ⊂ B(X), we define the sequence

Snx :=

∫ ∞

0

ρτn(t)S(t)xdt, n ∈ N0, x ∈ X.

Similarly, if c : R+ → C is a continuous and bounded function, we define cn :=
∫∞
0
ρτn(t)c(t)dt, n ∈ N0,

and the discrete convolution is defined by

(c ⋆ S)n :=

n∑
k=0

cn−kSk, n ∈ N0.

The next result summarizes several properties of the sequences defined above. We refer the reader to
[35] and [47] for further details.

Proposition 2.9. Let τ > 0 be fixed. Let {S(t)}t≥0 ⊂ B(X) be strongly continuous and Laplace trans-

formable such that Ŝ(1/τ) exists.

(1) If c : R+ → C is Laplace transformable such that ĉ(1/τ) exists, then∫ ∞

0

ρτn(t)(c ∗ S)(t)xdt = τ(c ⋆ S)nx, n ∈ N0, for all x ∈ X.

(2) If 0 < α < 1, then∫ ∞

0

ρτn(t)(gα ∗ S)(t)xdt =
n∑

j=0

kατ (n− j)Sjx, n ∈ N0, for all x ∈ X.

(3) If f : R+ → X is Laplace transformable such that f̂(1/τ) exists, then∫ ∞

0

ρτn(t)(S ∗ f)(t)xdt = τ(S ⋆ f)nx = τ

n∑
j=0

Sn−jf j , n ∈ N0.

Finally, we have the following Lemma.

Lemma 2.10. Let {S(t)}t≥0 ⊂ B(X) be a family of exponentially bounded linear operators such that

Ŝ(1/τ) exists. If f : R+ → X, a : R+ → C, and â(1/τ) and f̂(1/τ) exist, then

τ2(a ⋆ S ⋆ f)n =

∫ ∞

0

ρτn(t)(a ∗ S ∗ f)(t)dt,

for all n ∈ N0, where (a ⋆S ⋆ f)n := (a ⋆ (S ⋆ f))n. Moreover, (a ⋆ (S ⋆ f))n = ((a ⋆S) ⋆ f)n for all n ∈ N0.

Proof. Since (a ∗S ∗ f)(t) = (a ∗ (S ∗ f))(t) for all t ≥ 0, the Proposition 2.9 and the definition of discrete
convolution imply that∫ ∞

0

ρτn(t)(a ∗ S ∗ f)(t)dt = τ(a ⋆ (S ∗ f))n = τ

n∑
k=0

an−k(S ∗ f)k = τ2
n∑

k=0

an−k(S ⋆ f)k = τ2(a ⋆ (S ⋆ f))n,

for all n ∈ N0. �
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3. Solutions to a discrete fractional differential equation with memory

Now, for 0 < α < 1, we consider the equation

(3.17) C∇αun = Aun + τ

n∑
j=0

κn−jAuj + fn, n ∈ N,

under the initial condition u0 = x. The main result in this section is the following theorem.

Theorem 3.11. Let τ > 0 and 0 < α < 1. Let A be the generator of an (α, α)-resolvent family
{Sκ

α,α(t)}t≥0 exponentially bounded with ∥Sα,α(t)∥ ≤Meωt. If x ∈ X and f is bounded, then the fractional

difference equation (3.17) under the initial condition u0 = x has a unique solution given by

(3.18) un = Sκ,n
α,1x+ τ(Sκ

α,α ⋆ f)
n,

for all n ∈ N, where Sκ
α,1(t) := (g1−α ∗ Sκ

α,α)(t) and

Sκ,n
α,1 :=

∫ ∞

0

ρτn(t)S
κ
α,1(t)dt.

Proof. As in the proof of [35, Theorem 4.4] it is easy to see that Sκ,n
α,1x ∈ D(A) for all n ∈ N0 and x ∈ X.

From Proposition 2.3 we know that

Sκ
α,1(t)x = x+A

∫ t

0

c(t− s)Sκ
α,1(s)xds = x+A(c ∗ Sκ

α,1)(t)x,

for all t ≥ 0 and x ∈ X, where c(t) = gα(t)+(κ∗gα)(t). Multiplying this equality by ρτj (t) and integrating
over [0,∞) we conclude (by Proposition 2.9) that

(3.19) Sκ,j
α,1x = x+ τA

j∑
l=0

cj−lSκ,l
α,1x,

for all j ≥ 0 and x ∈ X. Now, for all n ∈ N we have by definition that

C∇α(Sκ
α,1x)

n = ∇−(1−α)
τ ∇1

τ (S
κ
α,1x)

n =

n∑
j=0

k1−α
τ (n− j)(∇1

τS
κ
α,1x)

j ,

and by (3.19) we get

(∇1
τS

κ
α,1x)

j =
1

τ
(Sκ,j

α,1x− Sκ,j−1
α,1 x) = A

j∑
l=0

cj−lSκ,l
α,1x−A

j−1∑
l=0

cj−1−lSκ,l
α,1x

for all j ≥ 1. Let R(t) := (c ∗ Sκ
α,1)(t). By Proposition 2.9 we have

Rj = τ

j∑
l=0

cj−lSκ,l
α,1,

which implies that

n∑
j=0

k1−α
τ (n− j)

j∑
l=0

cj−lSκ,l
α,1x =

1

τ

n∑
j=0

k1−α
τ (n− j)Rjx =

1

τ

∫ ∞

0

ρτn(t)(g1−α ∗R)(t)xdt.

Since c(t) = gα(t) + (κ ∗ gα) and (gα ∗ g1−α)(t) = g1(t), we have by definition of R that

(g1−α ∗R)(t) = (g1−α ∗ c ∗ Sκ
α,1)(t) = (g1 ∗ Sκ

α,1)(t) + (g1 ∗ κ ∗ Sκ
α,1)(t),

and then, the Proposition 2.9 implies again that
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∫ ∞

0

ρτn(t)(g1−α ∗R)(t)xdt =

∫ ∞

0

ρτn(t)(g1 ∗ Sκ
α,1)(t)xdt+

∫ ∞

0

ρτn(t)(g1 ∗ κ ∗ Sκ
α,1)(t)xdt

=

n∑
j=0

k1τ (n− j)Sκ,j
α,1x+

n∑
j=0

k1τ (n− j)(κ ∗ Sκ
α,1)

jx.

Since k1τ (n) = τ for all n ∈ N, and by Proposition 2.9

(κ ∗ Sκ
α,1)

jx =

∫ ∞

0

ρτj (t)(κ ∗ Sκ
α,1)(t)xdt = τ

j∑
l=0

κj−lSκ,l
α,1x,

we conclude that
n∑

j=0

k1−α
τ (n− j)

j∑
l=0

cj−lSκ,l
α,1x =

n∑
j=0

Sκ,j
α,1x+ τ

n∑
j=0

j∑
l=0

κj−lSκ,l
α,1x.

Since
∑−l

j=0 v
j = 0 for all l ∈ N, we can prove similarly that

n∑
j=0

k1−α
τ (n− j)

j−1∑
l=0

cj−1−lSκ,l
α,1x =

n−1∑
j=0

Sκ,j
α,1x+ τ

n−1∑
j=0

j∑
l=0

κj−lSκ,l
α,1x.

Hence,

C∇α(Sκ
α,1x)

n = A

n∑
j=0

k1−α
τ (n− j)

j∑
l=0

cj−lSκ,l
α,1x−A

n∑
j=1

k1−α
τ (n− j)

j−1∑
l=0

cj−1−lSκ,l
α,1x

= A

n∑
j=0

Sκ,j
α,1x−A

n−1∑
j=0

Sκ,j
α,1x+ τA

 n∑
j=0

j∑
l=0

κj−lSκ,l
α,1x−

n−1∑
j=0

j∑
l=0

κj−lSκ,l
α,1x


= ASκ,n

α,1x+ τA

n∑
j=0

κn−jSκ,j
α,1x

= ASκ,n
α,1x+ τA(κ ⋆ Sκ

α,1)
nx,

for all n ∈ N and x ∈ X. Therefore

(3.20) C∇α(Sκ
α,1)

nx = ASκ,n
α,1x+ τA(κ ⋆ Sκ

α,1)
nx.

On the other hand,

C∇α((Sκ
α,α ⋆ f)

n) = ∇−(1−α)
τ ∇1

τ (S
κ
α,α ⋆ f)

n

=

n∑
j=0

k1−α
τ (n− j)∇1

τ (S
κ
α,α ⋆ f)

j

=
1

τ

n∑
j=0

k1−α
τ (n− j)(Sκ

α,α ⋆ f)
j − 1

τ

n∑
j=1

k1−α
τ (n− j)(Sκ

α,α ⋆ f)
j−1.

By Proposition 2.9 we deduce that

(3.21) (Sα,α ⋆ f)
j =

1

τ
(Sα,α ∗ f)j ,

and, for all t ≥ 0 and x ∈ X we have, by Proposition 2.3, that

Sκ
α,α(t)x = gα(t)x+A(c ∗ Sκ

α,α)(t)x = gα(t)x+A(gα ∗ Sκ
α,α)(t)x+A(gα ∗ κ ∗ Sκ

α,α)(t)x.

Hence
(Sκ

α,α ∗ f)(t) = (gα ∗ f)(t) +A(gα ∗ Sκ
α,α ∗ f)(t) +A(gα ∗ κ ∗ Sκ

α,α ∗ f)(t).
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Multiplying this equality by ρτj (t) and integrating over [0,∞) we get

(Sκ
α,α ∗ f)j = (gα ∗ f)j +A(gα ∗ Sκ

α,α ∗ f)j +A(gα ∗ κ ∗ Sκ
α,α ∗ f)j .

By Proposition 2.9, Lemma 2.10 and equation (3.21), this last equality is equivalent to

τ(Sκ
α,α ⋆ f)

j =

j∑
l=0

kατ (j − l)f l + τA

j∑
l=0

kατ (j − l)(Sκ
α,α ⋆ f)

l + τ2A

j∑
l=0

kατ (j − l)(κ ⋆ Sκ
α,α ⋆ f)

l.

Hence,

C∇α((Sκ
α,α ⋆ f)

n) =
1

τ

n∑
j=0

k1−α
τ (n− j)

[
1

τ

j∑
l=0

kατ (j − l)f l +A

j∑
l=0

kατ (j − l)(Sκ
α,α ⋆ f)

l

+τA

j∑
l=0

kατ (j − l)(κ ⋆ Sκ
α,α ⋆ f)

l

]

− 1

τ

n∑
j=1

k1−α
τ (n− j)

[
1

τ

j−1∑
l=0

kατ (j − 1− l)f l +A

j−1∑
l=0

kατ (j − 1− l)(Sκ
α,α ⋆ f)

l

+τA

j−1∑
l=0

kατ (j − 1− l)(κ ⋆ Sκ
α,α ⋆ f)

l

]
.

As before, we can prove that

n∑
j=0

k1−α
τ (n− j)

j∑
l=0

kατ (j − l)f l = τ

n∑
j=0

f j ,

n∑
j=1

k1−α
τ (n− j)

j−1∑
l=0

kατ (j − 1− l)f l = τ

n−1∑
j=0

f j ,

n∑
j=0

k1−α
τ (n− j)

j∑
l=0

kατ (j − l)(Sκ
α,α ⋆ f)

l = τ

n∑
j=0

(Sκ
α,α ⋆ f)

l,

n∑
j=1

k1−α
τ (n− j)

j−1∑
l=0

kατ (j − 1− l)(Sκ
α,α ⋆ f)

lx = τ

n−1∑
j=0

(Sκ
α,α ⋆ f)

l,

n∑
j=0

k1−α
τ (n− j)

j∑
l=0

kατ (j − l)(κ ⋆ Sκ
α,α ⋆ f)

l = τ

n∑
j=0

(κ ⋆ Sκ
α,α ⋆ f)

l,

and
n∑

j=1

k1−α
τ (n− j)

j−1∑
l=0

kατ (j − 1− l)(κ ⋆ Sκ
α,α ⋆ f)

lx = τ

n−1∑
j=0

(κ ⋆ Sκ
α,α ⋆ f)

l.

Hence,

C∇α((Sα,α ⋆ f)
n) =

1

τ

 n∑
j=0

f j −
n−1∑
j=0

f j

+A

 n∑
j=0

(Sκ
α,α ⋆ f)

l −
n−1∑
j=0

(Sκ
α,α ⋆ f)

l


+τA

 n∑
j=0

(κ ⋆ Sκ
α,α ⋆ f)

l −
n−1∑
j=0

(κ ⋆ Sκ
α,α ⋆ f)

l


=

1

τ
fn +A(Sκ

α,α ⋆ f)
n + τA(κ ⋆ Sκ

α,α ⋆ f)
n,

for all n ∈ N. Therefore,
(3.22) C∇α(τ(Sα,α ⋆ f)

n) = fn + τA(Sκ
α,α ⋆ f)

n + τ2A(κ ⋆ Sκ
α,α ⋆ f)

n,

for all n ∈ N.
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By (3.20) and (3.22) we conclude that if un := Sκ,n
α,1x+ τ(Sκ

α,α ⋆ f)
n, then

C∇α(un) = C∇α
(
Sκ,n
α,1x+ τ(Sκ

α,α ⋆ f)
n
)

= ASκ,n
α,1x+ τA(κ ⋆ Sκ

α,1)
nx+ τA(Sκ

α,α ⋆ f)
n + τ2A(κ ⋆ Sκ

α,α ⋆ f)
n + fn

= A
[
Sκ,n
α,1x+ τ(κ ⋆ Sκ

α,1)
nx+ τ(Sκ

α,α ⋆ f)
n + τ2(κ ⋆ Sκ

α,α ⋆ f)
n
]
+ fn.

This implies that

(3.23) C∇α(un) = Aun +A
[
τ(κ ⋆ Sκ

α,1)
n + τ2(κ ⋆ Sκ

α,α ⋆ f)
n
]
+ fn.

Now, we notice that

τ

n∑
j=0

κn−jAuj = τA

n∑
j=0

κn−j
[
Sκ,j
α,1x+ τ(Sκ

α,α ⋆ f)
j
]

= τA(κ ⋆ Sκ
α,1)

nx+ τ2A

n∑
j=0

κn−j(Sκ
α,α ⋆ f)

j

= τA(κ ⋆ Sκ
α,1)

nx+ τ2A(κ ⋆ Sκ
α,α ⋆ f)

n.

Replacing this last equality in (3.23) we conclude that

C∇α(un) = Aun + τ

n∑
j=0

κn−jAuj + fn,

which means that un solves the equation (3.17). The uniqueness, follows from the uniqueness of the
resolvent family {Sκ

α,α(t)}t≥0 generated by A. �

In the next result we use the subordination principle given in Proposition 2.5.

Theorem 3.12. Let κ ∈ L1
loc(R+) be a given kernel. Assume that there exist a ∈ L1

loc(R+) and ν ≤ 0
such that â(λα) = κ̂(λ) for all Re(λ) > ν. Suppose that A is the generator of a resolvent family {Sa(t)}t≥0

such that ∥Sa(t)∥ ≤ Meωt for all t ≥ 0, where M,ω ≥ 0. Then, the solution to (3.17) under the initial
condition u0 = x, is given by

un = Sκ,n
α,1x+ τ(Sκ

α,α ⋆ f)
n,

where

(3.24) Sκ,n
α,1 =

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, s)S
a(s)dsdt and Sκ,n

α,α =

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,0(t, s)S
a(s)dsdt.

Proof. By Proposition 2.5, the operator A generates the resolvent families {Sκ
α,1(t)}t>0 and {Sκ

α,α(t)}t>0

defined, respectively, by (2.11) and (2.12). Hence,

Sκ,n
α,1x =

∫ ∞

0

ρτn(t)S
κ
α,1(t)xdt =

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, s)S
a(s)xdsdt,

for all n ∈ N0, and x ∈ X. Analogously,

Sκ,n
α,α =

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,0(t, s)S
a(s)xdsdt.

Therefore, the result follows from Theorem 3.11. �

Remark 3.13. Observe that if κ(t) = 0 for all t ≥ 0, then a(t) = 0 satisfies the condition in Theorem 3.12
and therefore {Sa(t)}t≥0 corresponds to the C0-semigroup generated by A. Thus, by [2, Theorem 3.5] the
operator A generates a discrete α-resolvent family according to [2, Definition 3.1] which coincides with
the discrete resolvent family {Sκ,n

α,α}n∈N0 defined in (3.24).
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Corollary 3.14. Let κ ∈ L1
loc(R+) be a given kernel. Assume that there exist a ∈ L1

loc(R+) and ν ≤ 0
such that â(λα) = κ̂(λ) for all Re(λ) > ν. Suppose that A is the generator of a resolvent family {Sa(t)}t≥0

such that ∥Sa(t)∥ ≤Meωt for all t ≥ 0, where M,ω ≥ 0. Then, the sequences {Sκ,n
α,1 }n∈N0 and {Sκ,n

α,α}n∈N0

can be written as

Sκ,n
α,1 =

1

τn+1

∫ ∞

0

rαnEn+1
α,αn+1

(
−r

α

τ

)
Sa(r)dr

and

Sκ,n
α,α =

1

τn+1

∫ ∞

0

rα(n+1)−1En+1
α,α(n+1)

(
−r

α

τ

)
Sa(r)dr,

where, for p, q, r > 0, Er
p,q(z) is the generalized Mittag-Leffler function defined by

Er
p,q(z) =

∞∑
j=0

(r)jz
j

j!Γ(pj + q)
, z ∈ C,

where (r)j denotes the Pochhammer symbol defined by (r)j :=
Γ(r+j)
Γ(r) .

Proof. In fact, by Theorem 3.12 and Fubini’s theorem, we have

Sκ,n
α,1 =

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, r)S
a(r)dsdt =

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, r)dtS
a(r)dr.

Now, by [1, Proposition 2.1], we have∫ ∞

0

ρτn(t)ψα,1−α(t, r)dt =

∫ ∞

0

e−
1
τ t

(
t

τ

)n
1

τn!
ψα,1−α(t, r)dt

=
1

τn+1

∫ ∞

0

e−
1
τ tgn+1(t)ψα,1−α(t, r)dt

=
1

τn+1
rαnEn+1

α,αn+1

(
−1

τ
rα

)
.

And, similarly, ∫ ∞

0

ρτn(t)ψα,0(t, r)dt =
1

τn+1
rα(n+1)−1En+1

α,α(n+1)

(
−1

τ
rα

)
.

�

Remark 3.15. By [33, Formula (3.8) in Corollay 3.3] and [33, Corollay 3.3 (b)], we notice that the Wright
type functions ψα,0 and ψα,1−α in Theorem 3.12 can be written, respectively as

ψα,0(t, s) =
1

π

∫ ∞

0

etρ cos θ−sρα cosαθ · sin(tρ sin θ − sρ sinαθ + θ)dρ,

for π/2 < θ < π and

ψα,1−α(t, s) =
1

π

∫ ∞

0

ρα−1e−sρα cosα(π−θ)−tρ cos θ · sin (tρ sin θ − sρα sinα(π − θ) + α(π − θ)) dρ,

for θ ∈ (π − π
2α , π/2).

In Theorem 3.12 and Corollary 3.14, we need to assume that the operator A is the generator of a
resolvent family {Sa(t)}t≥0. In the following result, which is a direct consequence of [48, Theorem 3], we
study such conditions. We recall that a linear operator A : D(A) ⊂ X → X is said to be ω-sectorial of
angle θ if there are constants ω ∈ R, M > 0 and θ ∈ (π/2, π) such that ρ(A) ⊃ Σθ,ω := {z ∈ C : z ̸= ω :
| arg(z − ω)| < θ} and ∥(z − A)−1∥ ≤ M/|z − ω| for all ∈ Σθ,ω. If A is 0-sectorial of angle θ, we write
A ∈ Sect(θ,M). These operators have been studied widely, both in abstract settings (see for instance
[22]) and for their applications in the study of linear and nonlinear integro/differential equations, see for
example [13, 28, 46, 53].
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On the other hand, a kernel b ∈ L1
loc(R+) is called 1-regular (of constant c) if there is a constant c > 0

such that

(3.25) |λb̂′(λ)| ≤ c|b̂(λ)|, for all Re(λ) > 0,

where b̂′(λ) is the derivative of b̂(λ) with respect to λ. For further details and properties on regular
kernels, we refer the reader to [49, Chapter I, Section 3].

Proposition 3.16. Let A ∈ Sect(θ,M) be a sectorial operator, κ ∈ L1
loc(R+) and 1

2 < α < 1. Assume

that there exist a ∈ L1
loc(R+) and ν ≤ 0 such that â(λα) = κ̂(λ) for all Re(λ) > ν. Suppose that κ is a

1-regular kernel and that the constant c in (3.25) satisfies (1 + c
α )

π
2 ≤ θ. Then, the problem (3.17) under

the initial condition u0 = x, has a unique solution.

Proof. By [48, Theorem 3], the operator A generates a resolvent family {Sa(t)}t≥0. And, by Theorem
3.12 the equation (3.17) has a unique solution, which is given by (3.18), where the sequences {Sκ,n

α,1 }n∈N0

and {Sκ,n
α,α}n∈N0

are given in (3.24). �

4. Examples

Suppose that A = ϱI for some ϱ > 0, and assume that ρ, µ > 0, γ ∈ R \ {0} and 1
2 < α < 1. Let

κ(t) = γ tµ−1

Γ(µ) e
−ρt. Assume that f is a bounded function. Since

κn =

∫ ∞

0

ρτn(t)κ(t)dt

= γ

∫ ∞

0

e−
t
τ

(
t

τ

)n
1

τn!

tµ−1

Γ(µ)
e−ρtdt

=
γ

τµ+n

Γ(n+ µ)

Γ(µ)Γ(n+ 1)

∫ ∞

0

e−( 1
τ +ρ)tgn+µ(t)dt

=
γ

τ
kµτ (n)

1

(1 + ρτ)n+µ
,

where kµτ (n) is the sequence defined in (2.15), the homogeneous discrete subdiffusion problem (3.17)
under the initial condition u0 = x reads

(4.26) C∇αun = ϱun + γϱ

n∑
j=0

kµτ (n− j)
1

(1 + ρτ)n−j+µ
uj + fn, n ∈ N.

Since the Laplace transform of κ̂(λ) = γ
(λ+ρ)µ , for all λ > −ρ, the kernel a in Theorem 3.12 satisfying

â(λα) = γ/(λ+ ρ)µ, is given by (see for instance [25, Formula (11.13)])

(4.27) a(t) = γt
µ
α−1Eµ

1
α , µα

(−ρt 1
α ), t ≥ 0.

If 0 < µ < 1
2 , then by [48, Section 3], the operator A generates the resolvent family {Sa(t)}t≥0 given by

(4.28) Sa(t) =

∞∑
i=0

ϱiγi

i!

∫ t

0

(t− s)ieϱ(t−s)s
µi
α −1Eµi

1
α ,µi

α

(−ρs 1
α )ds

and, the solution to the problemu′(t) = ϱu(t) + ϱ

∫ t

0

a(t− s)u(s)ds+ f(t), t > 0,

u(0) = x,

is given by u(t) = Sa(t)x+ (Sa ∗ f)(t). Moreover, we have the following result.

Proposition 4.17. Suppose that ϱ > 0, γ ∈ R and 1
2 < α < 1. If 0 < µ < 1

2 , then the unique solution u

to the scalar Problem (4.26) under the initial condition u0 = x is given by
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un =

∞∑
i=0

ϱiγi

i!

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, s)

∫ s

0

(s− r)ieϱ(s−r)r
µi
α −1Eµi

1
α ,µi

α

(−ρr 1
α )xdrdsdt

(4.29)

+ τ

n∑
j=0

∞∑
i=0

ϱiγi

i!

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,0(t, s)

∫ s

0

(s− r)ieϱ(s−r)r
µi
α −1Eµi

1
α ,µi

α

(−ρr 1
α )f jdrdsdt, n ∈ N,

where ψα,1−α, ψα,0 are given in Definition 2.4.

Proof. Since A generates the resolvent family {Sa(t)}t≥0, by Theorem 3.12 we conclude that the solution
to (4.26) is given

un = Sκ,n
α,1x+ τ(Sκ

α,α ⋆ f)
n

=

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, s)S
a(s)xdsdt+ τ

n∑
j=0

∫ ∞

0

∫ ∞

0

ρτn−j(t)ψα,0(t, s)S
a(s)dsdtf j ,

which can be written as (4.29) by (4.28). �

Now, let −A be a non-negative and self-adjoint operator on the Hilbert space L2(Ω), where Ω ⊂ RN

is a bounded open set. Assume that A has a compact resolvent. Then −A has a discrete spectrum and
the corresponding eigenvalues satisfy 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · with limn→∞ λn = ∞.

If ϕn denotes the normalized eigenfunction associated with λn, then {ϕn : n ∈ N} is an orthonormal
basis for L2(Ω), and for all v ∈ D(A) we can write

−Av =

∞∑
k=1

λn⟨v, ϕn⟩L2(Ω)ϕn.

Proposition 4.18. Let A be an operator as above. Suppose that κ(t) = γ tµ−1

Γ(µ) e
−ρt, where γ ∈ R \ {0}.

Assume that f(t, ·) ∈ L2(Ω) for all t ≥ 0. If 0 < µ < 1
2 and 1

2 < α < 1, then the unique solution u to the
semidiscrete Problem

(4.30) C∇αun(x) = Aun(x) +

n∑
j=0

κn−jAuj(x) + fn(x)

where x ∈ Ω, under the initial condition u0 = u0(x) and u0 ∈ L2(Ω) is given by

un =

∞∑
m=1

∞∑
i=0

(−λm)iγi

i!

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,1−α(t, s)×(4.31) ∫ s

0

(s− r)ie−λm(s−r)r
µi
α −1Eµi

1
α ,µi

α

(−ρr 1
α )u0,mϕm(x)drdsdt

+ τ

∞∑
m=1

n∑
j=0

∞∑
i=0

(−λm)iγi

i!

∫ ∞

0

∫ ∞

0

ρτn(t)ψα,0(t, s)×∫ s

0

(s− r)ie−λm(s−r)r
µi
α −1Eµi

1
α ,µi

α

(−ρr 1
α )f jmϕm(x)drdsdt,

for all n ∈ N, where for m ∈ N, u0,m := ⟨u0(·), ϕm(·)⟩L2(Ω), and fm(t) := ⟨f(t, ·), ϕm(·)⟩L2(Ω).

Proof. Consider the problem

(4.32)

 ∂αt u(t, x) = Au(t, x) +

∫ t

0

κ(t− s)Au(s, x)ds+ f(t, x), t ≥ 0, x ∈ Ω

u(0, x) = u0(x), x ∈ Ω.
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Multiplying both sides of (4.32) by ϕm(x) and integrating over Ω we obtain∂αt um(t) = −λmum(t)− λm

∫ t

0

κ(t− s)um(s)ds+ fm(t), t > 0,

um(0) = u0,m,

(4.33)

for all m ∈ N, where the functions um, ϕm and fm are defined by um(t) := ⟨u(t, ·), ϕm(·)⟩L2(Ω), u0,m :=
⟨u0(·), ϕm(·)⟩L2(Ω), and fm(t) := ⟨f(t, ·), ϕm(·)⟩L2(Ω). Multiplying (4.33) by ρτn(t) and integrating over
[0,∞) we get

(4.34) C∇αunm = −λjunm − λmγ

n∑
l=0

kµτ (n− l)
1

(1 + ρτ)n−l+µ
ulm + fnm, n ∈ N.

By Proposition 4.17, the solution unm to (4.34) under the initial condition u0 = u0,m is given by (4.29),
where ϱ is replaced by −λm, x by u0,m and f by fm.

On the other hand, an easy computation shows that κ is a 1-regular kernel of a constant µ and
â(λα) = κ̂(λ) for all Re(λ) > −ρ, where a is defined in (4.27). Since 0 < µ < 1

2 and A ∈ Sec(θ, 1) for all
θ ∈ (π/2, π), we obtain (1 + µ/α)π2 ≤ θ. Since u(t, x) =

∑∞
m=1 um(t)ϕm(x), we obtain for all x ∈ Ω that

un(x) =

∫ ∞

0

ρτn(t)u(t, x)dt =

∞∑
m=1

∫ ∞

0

ρτn(t)um(t)dtϕm(x) =

∞∑
m=1

unmϕm(x),

which can be written as (4.31).
�
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[1] L. Abad́ıas, E. Álvarez, Fractional Cauchy problem with memory effects, Math. Nachr. 293 (2020), no. 10, 1846-1872.

[2] L. Abad́ıas, C. Lizama, Almost automorphic mild solutions to fractional partial difference-differential equations, Ap-
plicable Analysis, 95 (6) (2016), 1347-1369.

[3] L. Abad́ıas, P. J. Miana, A Subordination Principle on Wright Functions and Regularized Resolvent Families, J. of

Function Spaces, Volume 2015, Article ID 158145, 9 pages.
[4] L. Abad́ıas, C. Lizama, P. J. Miana, M. Velasco, On well-posedness of vector-valued fractional differential-difference

equations, Discrete Contin. Dyn. Syst. 39 (2019), no. 5, 2679-2708.

[5] T. Abdeljawad, On Riemann and Caputo fractional differences, Comput. Math. Appl. 62 (2011), no. 3, 1602-6111.
[6] F. Atici, P. Eloe, Initial value problems in discrete fractional calculus, Proc. Amer. Math. Soc. 137 (2009), no. 3,

981-989.
[7] E. Bazhlekova, Fractional evolution equations in Banach spaces, Ph.D. thesis, Eindhoven University of Technology,

2001.

[8] E Bazhlekova, Subordination principle for a class of fractional order differential equations, Mathematics 3 (2015), no.
2, 412-427.

[9] E Bazhlekova, B. Jin, R. Lazarov, Z. Zhou, An analysis of the Rayleigh-Stokes problem for a generalized second-grade

fluid, Numer. Math. 131 (2015) 1-31.
[10] F. Bernardo, C. Cuevas, H. Soto, Qualitative theory for Volterra difference equations, Math. Methods Appl. Sci. 41

(2018), no. 14, 5423-5458.
[11] C. Chen, T. Shih, Finite element methods for integrodifferential equations, World Scientific, Singapore, 1997.
[12] B. Coleman, M. Gurtin. Equipresence and constitutive equation for rigid heat conductors, Z. Angew. Math. Phys. 18

(1967), 199-208.
[13] E. Cuesta, Asymptotic behaviour of the solutions of fractional integro-differential equations and some time discretiza-

tions, Discrete Contin. Dyn. Syst. 2007, Dynamical Systems and Differential Equations. Proceedings of the 6th AIMS

International Conference, suppl., 277-285
[14] C. Cuevas, M. Choquehuanca, H. Soto, Asymptotic analysis for Volterra difference equations, Asymptot. Anal. 88

(2014), no. 3, 125-164.

[15] G. Da Prato, M. Iannelli, Linear integrodifferential equations in Banach space, Rend. Sem. Mat. Univ. Padova 62,
207-219 (1980).

[16] J. Diethelm, N. Ford, A. Freed, Y. Luchko, Algorithms for the fractional calculus: A selection of numerical methods,

Comput. Methods Appl. Mech. Engrg. 194 (2005) 743-773.



16 RODRIGO PONCE

[17] K. Engel, R. Nagel, One-parameter semigroups for linear evolution equations. GTM vol. 194, 2000.
[18] C. Goodrich, Existence and uniqueness of solutions to a fractional difference equation with nonlocal conditions, Com-

put. Math. Appl. 61 (2011), no. 2, 191-202.
[19] C. Goodrich, A. Peterson, Discrete fractional calculus, Springer, Cham, 2015.
[20] G. Gripenberg, S-O Londen, O. Staffans, Volterra Integral and Functional Equations. Encyclopedia of Mathematics

and Applications, 34, Cambridge University Press, Cambridge-New York, 1990.
[21] M. Gurtin, A Pipkin, A general theory of heat conduction with finite wave speeds, Arch. Ration. Mech. Anal., 31,

113-126, (1968).

[22] M. Haase, The functional calculus for sectorial operators, Operator Theory: Advances and applications, 169, Birkäuser
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